April 23, 2019

The Honorable Joseph J. Simons  
Chairman  
Federal Trade Commission

The Honorable Rohit Chopra  
Commissioner  
Federal Trade Commission

The Honorable Noah Joshua Phillips  
Commissioner  
Federal Trade Commission

The Honorable Rebecca Kelly Slaughter  
Commissioner  
Federal Trade Commission

The Honorable Christine S. Wilson  
Commissioner  
Federal Trade Commission

Dear Chairman Simons, Commissioner Chopra, Commissioner Phillips, Commissioner Slaughter, and Commissioner Wilson:

I write to urge the Federal Trade Commission (FTC) to ensure that any consent order negotiated with Facebook concerning his company’s unfair and deceptive practices and its mishandling of users’ data holds Mark Zuckerberg, the company’s Chief Executive Officer (CEO), individually liable for the company’s repeated violations of Americans’ privacy.

In 2011, the FTC entered into a consent decree with Facebook after finding in an eight count complaint that the company deceived consumers and mishandled their data. The Commission has now publicly confirmed that—in the wake of the Cambridge Analytica scandal last year—it is investigating Facebook for potentially violating the terms of that same 2011 consent decree.

Mr. Zuckerberg launched Facebook in 2004, and has been the public face of the company ever since, including repeatedly making promises to Facebook users over privacy and data concerns. Mr. Zuckerberg is not merely the CEO of Facebook but he also controls a majority of the voting rights in the company. This control insulates him from accountability to Facebook’s board and shareholders. Internal Facebook documents, released by the British Parliament in 2018, confirm that Mr. Zuckerberg was the ultimate decision-maker regarding Facebook’s user data-sharing deals with its preferred corporate partners. In his own words, Mr. Zuckerberg said to the US House of Representatives Committee on Energy and Commerce in 2018: “I started Facebook. I run it, and I’m responsible for what happens here.”

According to media reports, the FTC is now negotiating another consent order with Facebook. Any settlement with Facebook must hold Mr. Zuckerberg individually accountable or his flagrant, repeated violations of Americans’ privacy will continue. The FTC has the authority to hold individuals responsible for the actions of a corporate entity where the individual
participated directly in the deceptive practices or acts or had authority to control them. See e.g. *POM Wonderful v. FTC*, No. 13-1060 (D.C. Cir. 2015). Given Mr. Zuckerberg’s deceptive statements, his personal control over Facebook, and his role in approving key decisions related to the sharing of user data, the FTC can and must hold Mr. Zuckerberg personally responsible for these continued violations. The FTC must also make clear the significant and material penalties that will apply to both Facebook the corporation and Mr. Zuckerberg the individual should any future violations occur.

Thank you for your attention to this pressing matter. I look forward to your prompt response.

Sincerely,

Ron Wyden
United States Senator
Dear Chairman Simons:

We write to urge the Commission to act swiftly to conclude its investigation of Facebook, and to move to compel sweeping changes to end the social network’s pattern of misuse and abuse of personal data. This investigation has been long delayed in conclusion – raising the specter of a remedy that is too little too late. The Facebook consent decree violations have been blatant and brazen, an offensive defiance that adds insult to injury. The public is rightly asking whether Facebook is too big to be held accountable. The FTC must set a resounding precedent that is heard by Facebook and any other tech company that disregards the law in a rapacious quest for growth. The Commission should pursue deterrent monetary penalties and impose forceful accountability measures on Facebook, including limits on the use of consumer data, managerial responsibility for violations, and other structural remedies to stop further breaches of consumer trust.

According to its most recent financial earnings statement, Facebook has estimated that the FTC’s investigation will cost the company between $3 billion to $5 billion.\(^1\) While the reported penalty exceeds previous privacy cases, the scope and nature of the allegations are also unprecedented. The Cambridge Analytica incident that initially prompted the investigation affected the personal data of more than 70.6 million Americans, and Facebook still has not fully accounted for similar misuse by other third party applications.\(^2\) This also does not consider further issues that the FTC may find in its investigation, such as recent reports that Facebook harvested address books from email accounts without user consent.\(^3\)

In the same quarter it reported the FTC fine, Facebook recorded $15 billion in revenue, beating market expectations. Considering the maximum civil penalty amount of $42,530 per

---


\(^3\) Goodin, Dan “In new gaffe, Facebook improperly collects email contacts for 1.5 million”, ArsTechnica, last modified April 8, 2019, https://arstechnica.com/information-technology/2019/04/in-new-gaffe-facebook-improperly-collects-email-contacts-for-1-5-million/.

violation, the rumored number is a bargain for Facebook. Even a fine in the billions is simply a write-down for the company, and large penalties have done little to deter large tech firms. If the FTC is seen as traffic police handing out speeding tickets to companies profiting off breaking the law, then Facebook and others will continue to push the boundaries.

Fines alone are insufficient. Far-reaching reforms must finally hold Facebook accountable to consumers. We are deeply concerned that one-time penalties of any size every few years are woefully inadequate to effectively restrain Facebook. The FTC should impose long-term limits on Facebook’s collection and use of personal information. It should consider setting rules of the road on what Facebook can do with consumers’ private information, such as requiring the deletion of tracking data, restricting the collection of certain types of information, curbing advertising practices, and imposing a firewall on sharing private data between different products, including Facebook’s ad platform.

As important as remedies on Facebook as a company are, the FTC should impose tough accountability measures and penalties for individual executives and management responsible for violations of the consent order and for privacy failures. Personal responsibility must be recognized from the top of the corporate board down to the product development teams. For decades, the FTC has understood that some violations require naming specific executives in its consent orders, particularly those that “formulates, directs, or controls the policies, acts, or practices” that break the law. According to the Washington Post, the FTC considered naming Mark Zuckerberg in its previous consent order but ultimately declined to do so. If the FTC finds that any Facebook executive knowingly broke the consent order or violated the law, it must name them in any further action.

It is also time for the FTC to learn from a history of broken and under-enforced consent orders. The FTC has an opportunity to establish a new set of requirements for consent orders that target data privacy cases and provide enduring safeguards for consumers. Such measures could include the direct appointment and oversight of auditors by the FTC, strict board or managerial liability for assessments and compliance, restriction on data practices or collection, and public disclosure of audits.

---


The Facebook investigation will be a defining moment for the Commission. It must be seen as a strong protector of consumer privacy and begin to set out a new era of enforcement, or it will not be taken as a credible enforcer. Action is overdue.

Thank you for your attention to this important matter.

Sincerely,

Richard Blumenthal
United States Senate

Josh Hawley
United States Senate
Dear Acting Chairman Ohlhausen and Commissioner McSweeny:

We were encouraged to learn that the Federal Trade Commission (FTC) has opened an investigation into whether Facebook failed to adequately protect the privacy of consumers.\(^1\) Recent media accounts raise serious questions about whether Facebook violated a 2012 FTC consent order\(^2\) or otherwise engaged in deceptive and unfair practices in violation of the FTC Act. Those reports make clear that Facebook failed to adequately protect the personal information of more than 50 million users from misuse by the political consulting firm Cambridge Analytica (CA) through an app developed by Aleksandr Kogan of Global Science Research (GSR).\(^3\) It is possible that other third parties also improperly accessed Facebook users’ data in the same manner at CA.

Facebook has acknowledged that it anticipates receiving a letter from the FTC shortly.\(^4\) The scope of the breach and Facebook’s failure to notify affected consumers or regulatory agencies for more than two years or to take any reasonable measures to ensure the disposal of the data calls for the strongest possible enforcement response. The Commission should also examine the role of all parties involved in this incident, including Kogan, GSR, and CA, which we understand to be a U.S. subsidiary of the British company SCL Group.

Based on Facebook’s own statements about the matter and other widely reported details, the behavior that led to the misuse of millions of consumers’ personal information appears strikingly reminiscent of conduct that was the focus of the FTC’s 2012 complaint. As an example, the FTC charged Facebook in 2012 with misrepresenting that a “friends only” privacy setting would prevent collection of a user’s information by apps that their friends downloaded.\(^5\) Despite being on notice that such a practice was deceptive, Facebook allowed the app launched


\(^{2}\) In re Facebook, Inc., Decision and Order, No. C-4365 (2012).

\(^{3}\) Facebook’s Role in Data Misuse Sets Off Storms on Two Continents, New York Times (Mar. 18, 2018)

\(^{4}\) Id.

\(^{5}\) In re Facebook, Inc., Complaint, No. C-4365 (2012).
by Kogan/GSR in 2013 to override “friends only” privacy settings and harvest data not just from the 270,000 users who downloaded the app but also from tens of millions of those users’ friends.6

Facebook’s conduct prior to and in response to the CA breach raises more fundamental questions about whether the company has complied with FTC order provisions that require it to implement a “comprehensive privacy program.” Media accounts from past security officers and contractors suggest that Facebook’s approach to data collection by apps was largely hands off.7 The company opened its platform to app developers in 2007 and, until recently, continued to allow collection of user data with little or no oversight, relying on the developer’s word that it would not misuse the data.8 Facebook even reportedly ignored internal warnings about vulnerabilities in the platform that may have allowed foreign states and data brokers to access user data.9

Moreover, when Facebook learned of the CA breach in 2015, its response was both slow and passive. For example, Facebook did not send a formal letter to Kogan asking him to destroy data collected by GSR until August 2016.10 And the letter merely asked Kogan to self-certify that the data had been destroyed; Facebook did not take any steps to ensure the data was actually destroyed.11 It now appears that hundreds of gigabytes of Facebook user information is still sitting on unencrypted files on CA servers.12 For more than two years, Facebook did nothing to publicly acknowledge the breach or to notify affected users, and only now has Facebook committed to do a full forensic audit of the countless apps that have been collecting data from its site for years.13

If, after completing the investigation, the Commission determines that Facebook has violated the 2012 order, we hope that you will impose civil penalties commensurate with the scope and severity of the breach and sufficient to send a clear message to Facebook and other companies that they must take their consumer privacy responsibilities seriously. If the

6 See note 3.
9 Former Facebook Insider Says Company Cannot be Trusted to Regulate Itself, NPR (Mar. 20, 2018).
11 Id.
Commission determines that Facebook has engaged in deceptive or unfair practices outside the scope of the order, we request that you make appropriate modifications to ensure that future misconduct will be subject to civil penalties or respond to such other unfair and deceptive practices using the fullest extent of your law enforcement tools.

Finally, we are concerned that the consumer privacy vulnerabilities that have come to light are not isolated to Facebook and instead indicate broader problem across social media platforms. The FTC should assess more broadly whether other social media firms are vulnerable to similar exploitation of user data by unauthorized parties.

We appreciate that the FTC is at the beginning of its inquiry into this matter. We hope you will make it a priority of the agency and move expeditiously.

Sincerely,

Ian Schakowsky
Ranking Member
Digital Commerce and Consumer Protection Subcommittee

Ben Ray Luján
Member of Congress

Tony Cárdenas
Member of Congress

Doris Matsui
Member of Congress

Joseph P. Kennedy III
Member of Congress

Frank Pallone, Jr.
Ranking Member
Energy and Commerce Committee

Yvette D. Clarke
Member of Congress

Debbie Dingell
Member of Congress

Peter Welch
Member of Congress

Gene Green
Member of Congress
March 19, 2019

The Honorable Joseph J. Simons
Chairman
Federal Trade Commission
600 Pennsylvania Avenue NW
Washington, DC 20580

The Honorable Rohit Chopra
Commissioner
Federal Trade Commission
600 Pennsylvania Avenue NW
Washington, DC 20580

The Honorable Noah Joshua Phillips
Commissioner
Federal Trade Commission
600 Pennsylvania Avenue NW
Washington, DC 20580

The Honorable Rebecca Kelly Slaughter
Commissioner
Federal Trade Commission
600 Pennsylvania Avenue NW
Washington, DC 20580

The Honorable Christine S. Wilson
Commissioner
Federal Trade Commission
600 Pennsylvania Avenue NW
Washington, DC 20580

Dear Chairman Simons, Commissioner Chopra, Commissioner Phillips, Commissioner Slaughter, and Commissioner Wilson:

I write to urge the Commission to open an immediate investigation into whether Facebook has violated the antitrust laws.

It has been a year since news broke that Facebook exposed user data to Cambridge Analytica, a political consulting firm that sought to manipulate voter behavior. Since then, a torrent of reports has revealed that the Cambridge Analytica scandal was part of a much broader pattern of

---


---

epic.org EPIC-19-07-25-FTC-FOIA-20190920-Consumer-Complaints-Production-pt1 000009
misconduct by Facebook.\textsuperscript{2} This includes mounting evidence of anticompetitive behavior.\textsuperscript{3} Facebook's predatory acquisition strategy, foreclosure of rivals from its platform, and declining product quality strongly suggest that it has abused its position as a monopoly to undermine competition and the competitive process.

An antitrust investigation responding to these revelations should focus on at least three aspects of Facebook's conduct.

First, the Commission should examine whether any of Facebook's acquisitions substantially lessened competition in violation of Section 7 of the Clayton Act.\textsuperscript{4} Since its founding, Facebook has acquired over 75 companies.\textsuperscript{5} Two of the most significant purchases were Instagram, which Facebook bought in 2012 for $1 billion, and WhatsApp, which Facebook purchased in 2014 for $19 billion. Through these acquisitions, Facebook now owns three of the top four, and four of the top eight, social media apps.\textsuperscript{6}

When Facebook acquired Instagram, the photo-based app posed a competitive threat.\textsuperscript{7} It was growing faster than even Facebook had at its peak and proved especially attractive to teenagers and young adults, a demographic Facebook was losing. Moreover, buying up Instagram enabled Facebook to make the switch to mobile, a market where Facebook was struggling to adapt. In


hindsight, it is clear that by approving this purchase, the Commission enabled Facebook to swallow up its most significant rival in the social network market.

WhatsApp, meanwhile, threatened to outdo Facebook Messenger. As documents released by the UK Parliament reveal, Facebook had been using its surveillance tool Onavo to obsessively track WhatsApp.\(^8\) By doing so it learned that WhatsApp’s market reach was expanding steadily, outdoing then-popular apps like Foursquare and Tumblr while also beating out Facebook Messenger in certain markets.\(^9\) In other words, WhatsApp “was quickly demonstrating that it could compete with Facebook on its most important battleground.”\(^10\) Instead of protecting this competition—as the antitrust laws require—the Commission permitted Facebook to neutral it. And while Facebook promised at the time of the acquisition that “nothing” will change for WhatsApp users’ privacy,\(^11\) it has since gone on to use WhatsApp users’ data for marketing purposes—a breach of its commitment.\(^12\)

Since the Commission generally does not share with the public its analysis justifying inaction, we do not know what led the agency to approve these acquisitions. But it is clear that allowing Facebook to purchase Instagram and WhatsApp has deprived users of critical competition. As Facebook’s serial disregard for users’ privacy has prompted some users to delete their Facebook accounts, they find themselves unable to escape Facebook’s ecosystem.\(^13\) Given that Facebook used spyware to systematically track and target actual, potential, and nascent rivals, it is vital to

---


\(^9\) Six4Three, at 12-15.


\(^12\) EPIC, *Facebook to Collect WhatsApp Data, Violating FTC Order and Privacy Promises* (Aug. 25, 2016), https://epic.org/2016/08/facebook-to-collect-whatsapp-u.html (“WhatsApp’s recent announcement indicates users will have 30 days to opt-out of data transfers to Facebook, in violation of the law and the FTC’s Order.”).

\(^13\) Users who decided to quit Facebook in light of its privacy breaches discovered that cutting it out entirely would require also deleting Instagram and WhatsApp. See Will Oremus, *If You Delete Facebook, Do You Also Have to Delete Instagram and WhatsApp?*, SLATE (Dec. 22, 2018), https://slate.com/technology/2018/12/can-you-deletefacebook-if-you-dont-also-delete-instagram-and-whatsapp.html; see also id. (“After all, the unfortunate reality is that there aren’t a lot of prominent social networks that Facebook doesn’t own.”). See also https://marketingland.com/facebook-lost-15-million-users-marketers-remain-unsnared-258164. It’s also worth noting that Facebook collects data even on non-Facebook users. Kurt Wagner, *This Is How Facebook Collects Data on You Even If You Don’t Have an Account*, RECODE (Apr. 20, 2018), https://www.recode.net/2018/4/20/17254312/facebook-shadow-profiles-data-collection-non-users-mark-zuckerberg (“There is no way to opt out of this kind of data collection.”).
examine whether any of Facebook’s acquisitions—including of smaller social networks—unlawfully lessened competition.\textsuperscript{14}

Second, the agency should investigate whether Facebook has engaged in exclusionary conduct in violation of Section 5 of the Federal Trade Commission Act.\textsuperscript{15} Documents reveal that Facebook has responded to competitive threats by cutting them from its network. For example, when Vine, a social application through which users can make short videos, attempted to let users find friends through Facebook’s platform, Facebook quickly shut down the feature.\textsuperscript{16} The Commission should examine whether Facebook has weaponized application programming interfaces (APIs) to undermine competition.

Finally, the Commission should consider whether Facebook has abused its monopoly power in violation of Section 5 of the Federal Trade Commission Act.\textsuperscript{17} Experts have noted that while Facebook faced competition, it was not able to condition use of its network on constant surveillance; in fact, users expressly rejected this bargain.\textsuperscript{18} It was only after Facebook achieved a dominant position that it could successfully backtrack on privacy commitments and initiate widespread commercial surveillance of users.\textsuperscript{19} This dramatic decrease in privacy has amounted to quality degradation of Facebook’s service. The Commission should investigate whether Facebook is using its monopoly power to degrade quality below what a competitive marketplace would allow.

Thank you for your attention to this important matter. It is critical that the Commission robustly enforce the antitrust laws to prevent anticompetitive acquisitions and anticompetitive conduct.


\textsuperscript{16} Six4Three, at 15, 43.

\textsuperscript{17} 15 U.S.C. § 45(a)(1).

\textsuperscript{18} Srinivasan, \textit{supra} note 3, at 48-62.

\textsuperscript{19} \textit{id.} at 69-81.
Sincerely,

David N. Cicilline
Chairman
Subcommittee on Antitrust,
Commercial and Administrative Law
Committee on the Judiciary

cc: The Honorable Jerrold Nadler, Chairman, Committee on the Judiciary
The Honorable Doug Collins, Ranking Member, Committee on the Judiciary
The Honorable F. James Sensenbrenner, Ranking Member, Subcommittee on Antitrust, Commercial and Administrative Law
The Honorable Makan Delrahim, Assistant Attorney General, Department of Justice
February 25, 2019

The Honorable Joseph J. Simons
Chairman
Federal Trade Commission
600 Pennsylvania Avenue, NW
Washington, DC 20580

Dear Commissioner Simons:

I write to request that the Federal Trade Commission (FTC) launch an investigation into Facebook Inc.’s collection of personal health information from smartphone users. A recent investigation by the Wall Street Journal found that Facebook has been collecting information on millions of users’ most sensitive health data—unbeknownst to those users and even if said users have no connection to Facebook. This invasive practice must be stopped immediately.

A recent analysis by the Wall Street Journal (WSJ) found that Facebook installed analytics software inside thousands of apps, including apps that track users’ ovulation, menstrual cycles and their blood pressures. As soon as the user opens and logs their sensitive health data, the pre-installed software promptly sends the data to Facebook by creating a “custom app event.” For instance, in the WSJ’s testing, the Instant Heart Rate: HR Monitor and Flo Health Inc.’s Flo Period & Ovulation Tracker, the latter which claims 25 million active users, sent heart rate data and ovulation and menstrual tracking data to Facebook, respectively. That data would then be available to Facebook users and developers, leading to the creation of targeted ads towards the users of those apps. The companies running the applications have no ability to remove or disable the software Facebook had installed and none of the apps gave users the option to stop their personal information from being sent to Facebook. Collection of such data is an egregious violation of privacy.

Facebook did not obtain clear consent from users to accumulate personal health data that users provided to the app. The FTC must investigate this intrusive and invasive practice, and put an end to it immediately. Smartphone users must be protected from this encroachment into their personal lives; they must know their personal information is safe. I look forward to working with you on this matter.

Sincerely,

Grace Meng
Member of Congress

---

December 19, 2018

The Honorable Joseph J. Simons
Chairman
Federal Trade Commission
600 Pennsylvania Avenue, NW
Washington, DC 20580

Dear Chairman Simons:

Exactly eight months ago, I wrote to you to draw your attention to evidence that Facebook may have violated its 2011 consent decree. Since then, there has been mounting and incontrovertible evidence that Facebook not only breached users’ trust, but also disregarded key provisions in the consent decree. The stunning new investigation by the New York Times released last night confirms that Facebook violated its consent order with its data-sharing deals, and that those at the very top, including Mark Zuckerberg, were aware of it. Facebook’s seemingly unrestrained sharing of user data, the lengths it will go to justify its doing so, and the fact that it has not been forthcoming with consumers or Congress makes it imperative that the FTC act swiftly to prevent further consumer harm. I write urging you to take actions necessary to renew and refresh the FTC’s urgency in pursuing strong legal remedies and major penalties on behalf of the consumers harmed by Facebook’s conduct.

Instead of acting to protect consumers after its original breach of consumer privacy, Facebook appears to have defiantly violated its consent order. While news of Facebook’s conduct continues to unfold, I am concerned that the FTC seems to be sitting on the sidelines, allowing Facebook and its handpicked auditing companies to vouch for the company. Meanwhile, reporters have aggressively pursued this story and uncovered significant new facts.

The new report by Gabriel J.X. Dance, Michael LaForgia, and Nicholas Confessore in the New York Times—the culmination of interviews with over 60 individuals, including former employees of Facebook and its partners, former government officials, and privacy advocates—paints a disturbing picture of how Facebook was responsible for the massive data sharing of millions of Americans without their consent. According to the report, Facebook justified its development of data-sharing relationships across a wide range of industries, and including foreign companies like the Russian search giant Yandex, by deliberately misinterpreting a “service provider” exemption in the FTC consent decree, which outlined Facebook’s oversight of third parties. As a result, Facebook thought that it could skirt requirements in the consent decree that Facebook take steps to “verify the privacy or security protections that any third party

provides" and "obtain the user’s affirmative express consent" for the sharing of any user’s information.²

Thank you in advance for your prompt attention to this matter. I respectfully request a response by January 11, 2018.

Sincerely,

Richard Blumenthal
United States Senate

April 19, 2018

The Honorable Maureen Ohlhausen
Acting Chairman
Federal Trade Commission
600 Pennsylvania Avenue, NW
Washington, DC 20580

Dear Acting Chairman Ohlhausen,

I am pleased that the Federal Trade Commission (FTC) has opened an investigation into the privacy practices and policies at Facebook. Recent revelations about the illegitimate harvesting of personal data on tens of millions of Americans have shed new light on the systemic failure of Facebook to address privacy risks and keep its promises to users. Despite Mark Zuckerberg’s recent apology tour, Facebook’s history of negligence demonstrates that the company can no longer be trusted to self-regulate. I write to draw attention to information that may be relevant to your investigation, including evidence that Facebook may have violated its consent decree. I also encourage the FTC to pursue strong legal remedies to compensate consumers harmed and set enforceable rules on its future conduct.

In November 2011, Facebook agreed to a proposed settlement containing a consent decree after the FTC found that the company had deceived consumers by sharing personal data with advertisers and making public information previously designated as private. Under the settlement, Facebook was barred from misrepresenting the privacy of personal information and was required to obtain affirmative express consent before enacting changes would override privacy preferences. The FTC also required Facebook to establish “a comprehensive privacy program that is reasonably designed to (1) address privacy risks related to the development and management of new and existing products and services for consumers, and (2) protect the privacy and confidentiality of covered information.”

Facebook’s adherence to the consent decree has been called into question based on recent reports that the political consulting firm Cambridge Analytica and Global Science Research (GSR) had harvested a large-scale dataset of Facebook users based on a third-party app. The GSR app would collect demographic details, private communications, and other profile metrics of those who installed the app and their friends. Based on Facebook’s permissive, default privacy settings, Cambridge Analytica was able to obtain information from up to 87 million profiles based on only about 300,000 users installing the GSR app.
This should have never happened. The FTC put Facebook on notice about the privacy risks of third-party apps in its complaint. Three of the FTC’s claims concerned the misrepresentation of verification and privacy preferences of third-party apps. In 2008, shortly after the launch of its developer platform, Facebook introduced a “Verified Apps” program, which would provide a badge that Facebook had certified the security, privacy, trustworthiness, and transparency of an app. When Facebook announced it would be ending the program the following year, it claimed that it would be extending these trust standards into all apps. However, in its 2011 complaint, the FTC found that despite claims of auditing, Facebook took no steps to verify either the security or protections for collected user information. Seven years later, exactly how Facebook verifies third-party apps is still murky.

The Cambridge Analytica revelations demonstrate that Facebook continued to turn a blind eye to third-party apps despite the FTC mandated privacy program. Facebook should have been aware that GSR was planning to violate developer platform rules based on the policies that developers are required to submit. GSR’s terms of service (“Attachment 1”) stated explicitly that it reserved the right to sell user data and would collect profile information from friends. These terms of service should have put Facebook on notice that GSR may be seeking to sell user data. At this month’s Senate hearing on Facebook, Mr. Zuckerberg informed me that its app review team would have been responsible for vetting the policy and acknowledged that Facebook “should have been aware that this application developer submitted a [terms of service] that was in conflict with the rules of the platform.”

Even the most rudimentary oversight would have uncovered these problematic terms of service. Moreover, Facebook knew as early as 2010 that third-party app developers were selling information to data brokers. The fact that Facebook did not uncover these non-compliant terms strongly suggests that its “comprehensive privacy program” established pursuant to the FTC consent decree was either inadequate to address threats or not followed in practice. This willful blindness left users vulnerable to the actions of Cambridge Analytica.

The Cambridge Analytica matter also calls into question Facebook’s compliance with the consent decree’s requirements to respect privacy settings and protect private information. Three years after Facebook agreed to the consent decree, Facebook by default continued to provide broad access to personal data to third party apps, data that may not have been marked as public. In evaluating claims of deception and misrepresentation of privacy controls, the FTC has typically considered what a consumer would have reasonably understood their settings to mean. No information was readily provided to users about this permissive sharing to third-party apps or how to opt out. Nor were users informed about which apps accessed their profiles or given the ability to resolve unwanted intrusions. While users could be judicious about their privacy settings and the apps they installed, the actions of only one friend could thwart their efforts without their knowledge. The ease with which the GSR app was able to harvest data on 87 million users

---

demonstrates that third parties were effectively able to override privacy preferences without express consent.

It is also noteworthy that the relaxation of data retention policies for third party developers may have contributed to the illegitimate collection of data. In a version of its Developer Principles and Policies dated December 1, 2009, Facebook mandated that developers “must not store or cache any data you receive from us for more than 24 hours” and “must not give data you receive from us to any third party.” In April 2010, Facebook changed this policy to permit developers to keep user information with significantly reduced restrictions on the sharing of data. There is no indication that Facebook informed its users that third parties would now be allowed to store their data or share it.

Facebook had multiple opportunities to prevent this harvesting and notify users before March 2018, but failed to do so. According to former Cambridge Analytica employee Christopher Wylie, the GSR app had collected data so aggressively that it triggered Facebook’s security protocols. However, there is no indication Facebook took steps to investigate or limit the collection despite the problematic terms of service.

Facebook finally acted on the GSR app after The Guardian reported on Cambridge Analytica’s plans in December 2015. While Facebook removed the application and contacted both companies to request the destruction of user information, its response continued to be inadequate. Facebook did not take any steps to prevent Cambridge Analytica and its partners from continuing to use its platform for advertising or analytics services, even working alongside the company within campaigns. It did not provide notice to users about how their information has been harvested by Cambridge Analytica, nor did it inform the FTC about the collection of data without user consent. Facebook did not contact Christopher Wylie to request the deletion of user data until the following August — at least nine months after the initial report. Facebook took no further action to assess whether data had been deleted. The ineffective response calls into question how seriously the company took this incident and others like it.

Former Facebook employees have told me that its staff were not empowered to effectively enforce privacy policies. For example, Sandy Parakilas, who led efforts to fix privacy problems on its developer platform from June 2011 to August 2012, describes Facebook as a company that would not commit resources or attention to protecting users against violations from third-party apps. Mr. Parakilas’ letter to me (“Attachment 2”) along with his November 19, 2017 New York Times op-ed and April 10, 2018 interview with New York Magazine, highlight a deeply disturbing pattern of disregard by Facebook to the privacy risks posed by third-party apps. Mr. Parakilas recounts how one executive told him, after proposing a deeper audit of

---


developers’ use of data, “Do you really want to see what you’ll find?” Had Facebook taken such requests more seriously at the time, the GSR app might have been caught earlier.

Facebook has acknowledged it has neglected its privacy controls, which had non-functional settings and often outdated descriptions did not reflect how the platform operates.\(^6\) Overall Facebook’s privacy controls were arcane and difficult to navigate, preventing users from effectuating their preferences. Such deficiencies indicate that Facebook did not maintain an adequate privacy program that was sufficient to protect users and enable them to exercise informed consent.

We may never know the full extent of the damage caused by the failure to provide adequate controls and protection to users. A month after the recent Cambridge Analytica reports, Facebook has not disclosed information on how many applications engaged in similar data collection, but has stated that it expects to have to audit thousands of suspicious applications. As before, it remains only externally reactive to public reports, for example suspending the company CuteYou after media covered its commercial activities. The Facebook developer platform was launched in 2007 and stronger protections for consumers were not implemented until 2015. Presumably many of those companies that developed platform application have shut down, contact details changed, and record trails lost. While Mr. Zuckerberg has committed to audit suspicious apps, it is clear that Facebook will never be able to fully assess the impact of its years of neglect.

Facebook now bears little resemblance to the company it was at the time of the consent decree, necessitating a vigorous investigation into its privacy practices across its range of products and activities. Since November 2011, its expansion and acquisitions have strengthened the company’s dominance in the social networking market and increased the significance of the challenges posed to consumers. Consumers, civil society, and members of Congress have raised an expansive set of privacy concerns, including its collection of Internet traffic for surveilling competitors; purchase of personal information from data brokers; tracking of non-Facebook users across the web; and harvesting of communications metadata from phones. These allegations raise new issues relevant to the consent decree that should be in the scope of the FTC’s review.

The FTC ordered the consent decree in response to Facebook’s repeated failures to address privacy risks, and put into place rules on how the company should act to protect users. If its investigation find that Facebook has violated the consent decree or engaged in further unfair or deceptive acts and practices, it should seek both monetary penalties that provide redress for consumers and impose stricter oversight on Facebook. The FTC should consider further measures that rigorously protects consumers, such as:

- data minimization standards that requires Facebook to retain and use data only for services expressly requested by users;
- limits on the combining and sharing of data between Facebook-owned services;

---

transparency on the types of data that Facebook collects from users and from other sources, and to publicly account for how that data is used;

- restrictions on collection of data from its “social plug-ins,” cross-device tracking, and or data brokers;

- appointment of a third-party monitor to oversee changes to Facebook’s privacy and data use policies and practices, with periodic reinvestigation; and,

- organizational changes to ensure that privacy and data use is protected at all levels.

While the Cambridge Analytica revelations have raised awareness to Facebook’s failure to provide users with adequate information or safeguards to protect privacy, many have raised legitimate and broad-reaching concerns about the company’s practices beyond a single ‘bad actor’ problem. Mr. Zuckerberg has acknowledged that the incident was a breach of trust between Facebook and its users, a broken promise that requires redress for consumers and enforceable commitments that deter further breaches. It is time for the FTC to thoroughly and rigorously reassess Facebook’s privacy practices and put into place rules that finally protect consumers.

Thank you for your attention to this important matter.

Sincerely,

Richard Blumenthal
United States Senate
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Attachment 2

Sandy Parakilas Letter
Dear Senator Blumenthal,

In 2011 and 2012, I led the team responsible for overseeing Facebook’s data policy enforcement efforts governing third-party application developers who were using Facebook’s App Platform, and responding to violations of that policy.

In my first week on the job, I was told about a troubling feature of the App Platform: there was no way to track the use of data after it left Facebook’s servers. That is, once Facebook transferred user data to the developer, Facebook lost all insight into or control over it. To prevent abuse, Facebook created a set of platform policies that forbade certain kinds of activity, such as selling the data or passing it to an ad network or data broker such as Cambridge Analytica.

Facebook had the following tools to deal with developers who abused the platform policies: it could call the developer and demand answers; it could demand an audit of the developer’s application and associated data storage, a right granted in the platform policies; it could ban the developer from the platform; it could sue the developer for breach of the policies; or it could do some combination of the above. During my sixteen months at Facebook, I called many developers and demanded compliance, but I don’t recall the company conducting a single audit of a developer where the company inspected the developer’s data storage. Lawsuits and outright bans for data policy violations were also very rare.

Despite the fact that executives at Facebook were well aware that developers could, without detection, pass data to unauthorized fourth parties (such as what happened with Cambridge Analytica), little was done to protect users. A similar, well-publicized incident happened in 2010, where Facebook user IDs were passed by apps to a company called Rapleaf, which was a data broker. Despite my attempts to raise awareness about this issue, nothing was done to close the vulnerability. It was difficult to get any engineering resources assigned to build or maintain critical features to protect users.
Unfortunately, Facebook's failure to address this clear weakness, during my time there or after I left, led to Cambridge Analytica's misappropriation of tens of millions of Americans' data.

Sincerely,

Sandy Parakilas
March 11, 2019

Joseph J. Simons
Chairman
Federal Trade Commission
600 Pennsylvania Avenue, NW
Washington, DC 20580

Dear Chairman Simons:

This week, the Senate Judiciary Committee will hold a hearing on the approaches to privacy that California and the European Union have taken in recent months and how those approaches have affected competition.

For too long our nation has put off accounting for the price we paid in return for the benefits of the online platforms that now dominate American culture and industry. These debates cross party lines, implicating election integrity, free speech, privacy, competition, and many other issues. But these debates include a central, shared concern that the new custodians of once-diffuse information have abused the power they amassed and neglected their responsibilities.

These companies have failed us. Washington has failed us. The FTC has a special role to play in protecting consumers, but it too has failed us. Any robust definition of consumer welfare must acknowledge that these companies have harmed consumers by conditioning participation in the modern public square on giving away enormous—and growing—amounts of personal information and by leveraging scale to cripple emerging competitors in their infancy. Yet the approach the FTC has taken to these issues has been toothless.

Even a brief snapshot of the track-record for Google and Facebook is alarming:

- According to a recent lawsuit based on 80,000 pages of internal Facebook records, Facebook appears to have fraudulently inflated—by as much as 900%—metrics about how much users were interacting with video ads, prompting widespread layoffs in the news media industry that harmed consumers. Until this controversy, the company had long resisted demands for third-party ad metric auditing.
- In 2011, Facebook entered into a settlement with the FTC after the FTC charged Facebook with massive deception about how it was collecting data. Substantial evidence indicates that Facebook breached this agreement.
• When Facebook acquired its competitor WhatsApp, it promised to maintain separation between the two platforms. It later broke that promise, prompting a $122 million fine from the European Union.

• When Facebook purchased Onavo, it began to use the application to monitor how persons were using other apps, including Facebook’s competitor Snapchat. Apple recently banned the app from its app store because Facebook’s misuse of that application violated Apple’s terms of service. Google recently disabled its similar Screenwise Meter app.

• Google has consistently misinformed users about its use of geolocation data, continuing to collect data even when users disabled location services and even when phones are turned off and lack SIM cards.

• Google adopts definitions contrary to what regular consumers would expect, enabling them to continue to collect personal information even when users tell Google not to. For example, Google continues to track geolocation information even when users disable “Location Services” and “Location History” because it chooses to define certain geolocation information under a different category—“Web and App Activity”—a title that includes no reference to geolocation.

• Google also uses misleading terms like “location” when it collects a much broader category of non-location data, including the type of motion (e.g., walking, biking, or driving), barometric pressure, Wi-Fi connectivity, MAC addresses, and battery charge status.

• Google has misled consumers by selling products embedded with data-collection devices inessential to product functionality and never disclosed on product packaging, like the secret microphone Google installed in its Nest Guard home alarm system without alerting purchasers.

• Platforms have often allowed data to fall into the hands of unaccountable third parties, shattering the illusion of data anonymity. Third parties demonstrated that they could track staff members for President Trump based on their positions on the inaugural podium. And recent reports suggest that nearly anybody can purchase on the black market real-time location information with nothing more than a phone number.

There is a common pattern to these discoveries: Big tech companies adopt an “ask forgiveness rather than seek permission” mentality to their repeated deceptions of consumers and encroachments on user privacy. A handful of their most egregious practices are discovered long after they are initiated—usually by the media—and the companies offer only half-hearted apologies. Occasionally, clear lines are breached, as with Facebook’s violation of the FTC consent decree. Too often, though, public shaming is the only consequence.

This is not what Americans were promised. These companies provide benefits to consumers, but those benefits can be secured without so deep a cost.
I appreciate well the limits of the FTC, and Congress bears primary responsibility for this and other matters. But I am concerned that the FTC has not investigated these companies and enforced the law as vigorously as it should. I am cautiously optimistic about the creation of an FTC task force to address these issues, and I hope that this task force will have more substance than show.

I urge you to investigate and act to stop the abuses I have documented, and myriad others I have left unmentioned, with all appropriate speed. At the earliest possible date, alert Congress to all apparent gaps in your authority that stymie such work. There is no excuse for inaction by the Commission or by Congress. I hope to work together with you to address these challenges.

Sincerely,

Josh Hawley
U.S. Senator
March 22, 2018

The Honorable Maureen K. Ohlhausen
Acting Chairman
Federal Trade Commission
600 Pennsylvania Ave, NW
Washington, DC 20580

Dear Acting Chairman Ohlhausen:

We write in response to recent reports that the Federal Trade Commission (FTC) will investigate Facebook for the breach involving the personal data of 50 million Americans and to express our view that such an action would be a positive step toward determining whether the media company violated a 2011 FTC consent decree. We urge the FTC to conduct a thorough investigation—which should include examining any and all potential violations of users’ privacy—to assess whether Facebook violated the decree or any other applicable laws.

As you know, the 2011 consent decree was negotiated to settle FTC complaints that Facebook was deceiving consumers by sharing or publicizing private user information after assuring users that the information would be kept private. In particular, the consent decree required that Facebook obtain users’ “affirmative express consent” before sharing a user’s nonpublic information with any third party. It also mandated that Facebook establish a comprehensive privacy program to address privacy risks associated with the development and management of new and existing products and services.

Recent reports concerning Cambridge Analytica’s access to the Facebook user data of millions of Americans raise serious questions about whether Facebook is in compliance with the terms of the consent decree. Two former FTC Bureau of Consumer Protection officials have suggested that Facebook may have violated the terms of that decree. One commented that each violation of the consent decree could carry a $40,000 fine, which could result in an aggregate fine amounting to billions of dollars.

Facebook plays an important role in our society. Roughly two-thirds of American adults now report that they are Facebook users, and roughly three-quarters of those users access Facebook on a daily basis. Facebook has a legal responsibility to ensure user data is secure and that its policies are transparent—which includes upholding the privacy rights of its users and keeping its promises when it comes to notifying them if there has been a violation.

Accordingly, we respectfully request responses to the following questions by April 13, 2018:

[References and links]

---

• Will the FTC’s investigation include an inquiry into whether Facebook’s release of user data to Cambridge Analytica constitutes a violation of Facebook’s obligations under its 2011 consent decree or under any other law?

• Will the FTC’s investigation address any other unconsented releases of Facebook user data that may have occurred since the execution of the 2011 consent decree and whether any such releases violate the terms of the consent decree or any other law?

• Will the FTC’s investigation look into whether the comprehensive privacy program that Facebook was required to establish under the 2011 consent decree was and remains adequate (1) to address privacy risks associated with the development and management of new and existing products and services, and (2) to protect the privacy and confidentiality of consumers' information?

• Will the FTC commit to giving a confidential briefing on the progress of the FTC’s investigation to members of the Senate Judiciary Committee, as well as Judiciary Committee staff, at an appropriate point in the investigation?

• Will the FTC commit to issuing a public statement concerning the outcome of the investigation upon its conclusion, so that the public can be made aware of the circumstances surrounding this significant breach?

Thank you for your consideration of this matter.

Sincerely,

Amy Klobuchar
United States Senator

Kamala D. Harris
United States Senator
April 8, 2019

The Honorable Joseph J. Simons  
Chairman  
Federal Trade Commission  
600 Pennsylvania Avenue NW  
Washington, DC 20580

The Honorable Noah Joshua Phillips  
Commissioner  
Federal Trade Commission  
600 Pennsylvania Avenue NW  
Washington, DC 20580

The Honorable Rohit Chopra  
Commissioner  
Federal Trade Commission  
600 Pennsylvania Avenue NW  
Washington, DC 20580

The Honorable Rebecca Kelly Slaughter  
Commissioner  
Federal Trade Commission  
600 Pennsylvania Avenue NW  
Washington, DC 20580

The Honorable Christine S. Wilson  
Commissioner  
Federal Trade Commission  
600 Pennsylvania Avenue NW  
Washington, DC 20580

Dear Chairman Simons and Commissioners Phillips, Chopra, Slaughter, and Wilson:

We write to urge the Federal Trade Commission (FTC) to take action in response to concerns regarding potential privacy, data security, and antitrust violations involving online platforms. We also call on the FTC to provide additional transparency into its ongoing investigations to ensure that consumers are protected from harmful conduct relating to digital markets.

In the past few years, rapid changes in technology have reshaped our economy and transformed the daily lives of millions of Americans—in many ways for the better. But during that same time, a small number of firms have grown to dominate key digital markets. For example, in digital search, Google, Inc. now has approximately 90 percent of web search volume, and in digital advertising, Google and Facebook account for nearly 60 percent of U.S. digital ad spending, with Amazon a distant third at just under 9 percent. This type of market dominance has amplified concerns about how those companies protect consumers’ online information and about possible anticompetitive conduct that could harm consumers, innovation, and small business growth.

The intensive collection and monetization of consumers’ personal data by digital platforms, as well as reported breaches of consumer data held by these companies, has raised significant questions regarding privacy and data security. In particular, some have expressed concern that
Facebook's recently announced plans to integrate its three messaging platforms—WhatsApp, Instagram, and Messenger—may lead to Facebook sharing user data between its platforms. As Congress considers legislation to enact stronger safeguards for consumers' online privacy, we urge the FTC to use its existing authority to protect the privacy and security of consumers' online data.

We understand that the FTC does not typically comment on nonpublic investigations, but the public discussion surrounding Google and other companies' conduct have made this a uniquely important national issue. Accordingly, we respectfully request that the FTC consider publicly disclosing whether it is conducting an investigation of Google and/or other major online platforms and describe, in general terms, the nature of the conduct under examination in any such investigations. Going forward, we also encourage the FTC to disclose the existence of non-public investigations that may be of significant public interest, consistent with the FTC's legal obligations.

Thank you for your attention to these critical issues.

Sincerely,

Amy Klobuchar
United States Senator

Marsha Blackburn
United States Senator
May 3, 2018

Dear Chairman Simons, Commissioner Ohlhausen, Commissioner Phillips, Commissioner Chopra, and Commissioner Slaughter:

In your leadership positions at the Federal Trade Commission (FTC), each of you has the significant responsibility of protecting American consumers from a vast set of threats, including privacy infringement online. Recent reporting regarding the social media platform Facebook points to a disturbing record of failure to protect users’ privacy and misuse of Americans’ personal data. These revelations strongly suggest that Facebook violated a 2011 settlement with the FTC. I support the FTC’s decision to launch an investigation into Facebook’s privacy policies and practices. I write to request information about your agency’s role in ensuring the privacy of Facebook users and to suggest additional safeguards Facebook should be required to implement.

According to recent media coverage and Facebook CEO Mark Zuckerberg’s testimony before the United States Senate, in 2013, Aleksandr Kogan, a Lecturer at Cambridge University,
developed an app that collected Facebook user data for psychological profiling. The application, ‘thisisyourdigitallife,’ obtained information from tens of millions of Facebook users, while only 270,000 users installed the application themselves and explicitly consented to sharing their data. Kogan was able to collect this data after telling Facebook that information would be used for academic purposes. However, he later shared this private data with the political consulting firm Cambridge Analytica, which utilized the information without users’ knowledge or consent to target political messages online.

Additionally, Facebook recently announced that “malicious actors” took advantage of Facebook’s search function to amass information about and discover the identities of most of Facebook’s two billion users. These hackers collected phone numbers and email addresses on the “Dark Web,” a corner of the internet where criminals post illicit content, and used Facebook’s system for recovering accounts to build comprehensive profiles of Facebook users.

These invasions of privacy and breaches of user trust are unacceptable and amount to compelling evidence that Facebook violated the 2011 settlement with the FTC. The consent decree included in this settlement prohibited Facebook from misrepresenting privacy or security of consumers’ personal information; required Facebook to obtain users’ affirmative express consent prior to making changes that override user privacy preferences; required Facebook to prevent access to user data more than 30 days after the user has deleted her account; required Facebook to establish and maintain a comprehensive privacy program; and required Facebook to obtain independent audits confirming that its privacy protections comply with the FTC order.

I am concerned that Facebook failed to comply with this consent decree. I urge the FTC to use all necessary resources to investigate Facebook, demand that Facebook pay all monetary penalties it owes as a result of any transgressions of the 2011 order, and instruct Facebook to institute additional safeguards. They should include:

- Require Facebook to make future audits of Facebook’s privacy practices, as required by the 2011 consent decree, readily available to the public upon request when possible;
- Require Facebook to cease all tracking of users across websites after users have logged out of their Facebook accounts;
- Require Facebook to suspend deployment of facial recognition tools pending completion of the FTC investigation;
- Prohibit Facebook from repealing or weakening its current policy prohibiting applications from collecting users’ data based on their “friends” permission;
- Take all necessary steps to ensure the independence of the entity or entities conducting required privacy audits under the 2011 order;


• Require Facebook to release publicly and automatically transmit to the FTC any consumer complaints or records that contradict, qualify, or call into question Facebook’s compliance with the consent decree; and
• Require Facebook leadership to routinely brief its employees on the company’s rights to review third party applications and its obligations to protect users’ privacy under law and its own policies.

In addition, I request answers to the following questions by May 24, 2018:

• Has Facebook provided the FTC with all audits required by the 2011 consent order?
  o If yes, what entity or entities currently conduct these audits? Please provide all relevant information about this entity’s independence and ability to conduct unbiased analyses. If no, why not?
  o Who at the FTC is currently responsible for reviewing these audits?
• What steps is the FTC taking as part of its current investigation to ensure Facebook’s compliance with the 2011 order that the FTC was not taking before it initiated the current investigation?
• When will the findings of the FTC’s investigation be made available to the public?

Thank you for your attention to these important matters.

Sincerely,

Edward J. Markey
United States Senator
April 24, 2019

Ms. Jeanne Bumpus  
Director, Office of Congressional Relations  
Federal Trade Commission  
600 Pennsylvania Ave NW Rm 404  
Washington, DC 20580-0001

Dear Ms. Bumpus:

Enclosed is a copy of correspondence [b](6) I received from my constituent. I believe you will find the letter self-explanatory.

I would appreciate you reviewing the enclosed documentation and providing me with any information that may be helpful to my constituent. Please direct your response to my office at:

95 Dunn Drive, Ste. 201  
Stafford, VA 22556  
(540) 659-2734 phone (540) 659-2737 fax

I am grateful for any assistance you may be able to provide in this matter.

Sincerely,

Rob Wittman  
Member of Congress

RJW/dd
March 7, 2012

Bureau of Consumer Protection
Office of the Attorney General
Via facsimile: 717 787 8242

CC: Federal Trade Commission
Via facsimile: 202 326 3585

Dear whom it may concern,

My constituent [b](6) has contacted me regarding his concern with spam emails to his private email address after the closing of his Facebook account. [b](6) enclosed statement details the situation. I bring this to your attention for your comment on whatever action you deem necessary, and to the attention of the FTC for pattern tracking.

Please provide me with whatever information you feel may help address my constituent’s concerns. Please address your response to my Constituent Service Advocate, Imani Johnson, at:
1628 John F. Kennedy Blvd
Suite 1702
Philadelphia, PA 19103
Phone: 215 241 1090
Fax: 215 241 1095
Email: imani_johnson@toomey.senate.gov

Thank you for your attention to this matter. I look forward to hearing from you.

Sincerely,

Pat Toomey
U. S. Senator
From: Veale, Adam <Adam.Veale@mail.house.gov>
Sent: Thursday, May 09, 2019 11:54 AM
To: Congressional Relations <congressionalrelations@ftc.gov>
Subject: Congressional Inquiry

To whom it may concern,

Please see the attached privacy release form from our constituent. is a business owner who filed a complaint with the FTC regarding Facebook’s use of demographic statistics. Essentially, the constituent is unhappy with her market reach when she pays for Facebook advertising and has been refused documentation from Facebook to assist her with her advertising. She would like a response from FTC on letterhead describing FTC’s role (or lack thereof) in this matter. Thank you very much for providing a response that Congresswoman McBath can share with her constituent.

I would also like to direct this message to the attention of Derrick, who indicated he would be sending information re: a district event with FTC. Thanks so much!

All the best,

Adam Veale
 Constituent Services Representative
 Congresswoman Lucy McBath (GA-6)
 E: adam.veale@mail.house.gov
 P: 470.773.6330
October 3, 2018

VIA E-MAIL

Donald S. Clark, Secretary of the Commission
Andrew Smith, Director, Bureau of Consumer Protection
Federal Trade Commission
600 Pennsylvania Avenue NW
Washington, DC 20580

Dear Mr. Clark and Mr. Smith,

Campaign for a Commercial-Free Childhood (CCFC), by its counsel, the Institute for Public Representation, together with the undersigned organizations, write to ask the Federal Trade Commission to investigate and take enforcement action against Facebook for violating the Children’s Online Privacy Protection Act. Facebook’s messaging application for children under 13, Messenger Kids, is the first major social media platform designed specifically for young children—as young as five years of age. Messenger Kids violates COPPA by collecting personal information from children without obtaining verifiable parental consent or providing parents with clear and complete disclosures of Facebook’s data practices.

In January 2018, CCFC asked Facebook to discontinue its Messenger Kids app because of the developmental risks it poses to children. In a letter signed by 118 public health advocates and organizations, CCFC said “a growing body of research demonstrates that excessive use of digital devices and social media is harmful to children and teens, making it very likely this new app will undermine children’s healthy development.”

In addition to these serious child development issues, Facebook’s Messenger Kids application does not comply with COPPA—despite Facebook’s claims to the contrary. Messenger Kids

2 Messenger Kids, https://messengerkids.com/ (“Is Messenger Kids COPPA compliant? Yes. Messenger Kids is designed to be compliant with important child privacy laws like the Children’s Online Privacy Protection Act (COPPA).”).
falls short of COPPA compliance in at least two ways. First, the application’s parental consent mechanism is not reasonably calculated to ensure that the person providing consent is the child’s parent—or even an adult. In fact, it employs a mechanism similar to one that the FTC has previously rejected. Second, Facebook’s privacy notice for Messenger Kids is confusing and incomplete, preventing parents from making informed decisions about whether to allow Facebook to collect their children’s sensitive personal information.

A. Facebook Messenger Kids does not have a COPPA-compliant mechanism for obtaining verifiable parental consent.

COPPA requires operators of online services directed at children to obtain verifiable parental consent before collecting, using, or disclosing sensitive information about children under 13. The consent mechanism must be reasonably calculated, in light of available technology, to ensure that the person providing consent is the child’s parent. Messenger Kids does not meet this requirement.

The Messenger Kids application allows anyone who has a Facebook account and claims to be an adult to create and “verify” an account for a child. The verification process works as follows: After the app is downloaded to a child’s device, someone (ostensibly the child’s parent) authenticates to the app with his or her Facebook username and password. That person can then create an account for the child and add contacts to the child’s contact list through the “parent’s” own Facebook account. The child is then able to send messages to the person who created the account and any of the child’s contacts.

This method is not “reasonably calculated, in light of available technology, to ensure that the person providing consent is the child’s parent." The only prerequisites to creating a Messenger Kids account for a child are a Facebook account of a user who claims to be 18 or older and physical access to a child’s device. Because Facebook does not verify ages, the mere existence of a Facebook account is insufficient to establish that a person is an adult, much less that the supposed adult is a child’s parent or guardian.

The FTC has previously denied approval for a similar “verifiable parental consent” mechanism under COPPA. In 2013, the FTC rejected the application of AssertID, which proposed to use Facebook’s social graph as a method of authentication. AssertID’s product would have “ask[ed] a parent’s ‘friends’ on a social network to verify the identity of the parent and the existence of the parent-child relationship.” The method would have been “premised on verification by a

5 16 C.F.R. § 312.4.
7 16 C.F.R. § 312.5(b)(1).
8 Under 16 C.F.R. § 312.12, companies may apply for the Commission’s approval of parental consent mechanisms not enumerated in Section 312.5(b).
minimum number of verifiers” and would have required “that a minimum ‘trust score’ be met” for approval.9

The Commission held that approval would be premature “without relevant research or marketplace evidence demonstrating the efficacy of social-graph verification and that such a method is reasonably calculated to ensure the person providing consent is the child’s parent.” The Commission was also “persuaded by commenters’ concerns about the reliability of social-graph verification.” It recognized that “users can easily fabricate Facebook profiles,” noted that about 8.7% of Facebook’s accounts at the time were fake, and cited comments “highlighting the fact that children under 13 have falsified their age information to establish social media accounts, including very active accounts with significant age-inflation.”10

Facebook’s parental consent mechanism for Messenger Kids is even less trustworthy than what AssertID proposed. Instead of relying on a person’s social graph, Facebook relies solely on a single user’s unverified assertions. As was the case with AssertID, Facebook has not shown any research or evidence that its verification method is reasonably calculated to ensure that the person providing consent is the child’s parent—or is even an adult.

Five years after the FTC rejected AssertID’s application, Facebook still cannot prevent fake accounts. Facebook reported last year that up to 270 million users were either “user-misclassified and undesirable” or duplicates of real accounts.11 It is easy enough to create fake accounts that Russia used hundreds of them to interfere with the 2016 election.12

Our own testing shows that it is not difficult to create a fake account that can approve a Messenger Kids user. We created a brand new Facebook account for a fictional 18 year-old. We then used that account to approve a fictional Messenger Kids user. The entire process took five minutes.

What the FTC found in 2013 is still true: a Facebook account is insufficient to ensure that a person providing consent is the child’s parent.

---

10 Id.
B. Facebook’s privacy policy for Messenger Kids is confusing and incomplete

The COPPA Rule also requires that notice to parents “must be clearly and understandably written, complete, and must contain no unrelated, confusing, or contradictory material.” Facebook’s notice fails this standard for two reasons. First, the notice is not clearly written or complete because it does not adequately inform parents about Facebook’s data-sharing practices. Second, the policy is incomplete because it does not clearly disclose how long Facebook retains children’s data.

Facebook’s privacy notice includes the following description of its third-party disclosure policy:

**Our vendors and service providers.** We may transfer information we collect to third party service providers that support our business, such as companies that provide technical infrastructure or support (like a content delivery network), provide customer service, or analyze how Messenger Kids is being used to help us improve the service. . . .

**Facebook Family of Companies.** Messenger Kids is part of Facebook, and we may share the information we collect in Messenger Kids within the family of companies that are part of Facebook to support the uses described above, and to improve the services provided by the FB family of companies. For example, parents use Facebook Messenger to communicate with their children on Messenger Kids, and Facebook uses information from Messenger Kids to support seamless cross-service communication. 14

This language is vague and incomplete. It states that Facebook may transfer information to third parties to “support [its] business.” That phrase might be interpreted to cover almost anything, including transfers to advertising networks, data brokers, and analytics firms. Although Facebook lists non-exclusive examples of service providers that would support Facebook’s business, those examples could be interpreted narrowly or broadly. A parent reading that policy might reasonably assume a narrower interpretation of “support our business” while Facebook takes a broader view of the term. That ambiguity is confusing and potentially misleading.

The language in Facebook’s policy stating that data may be disclosed “to improve the services provided by the Facebook family of companies” is similarly vague.

---

13 16 C.F.R. § 312.4(a).
Facebook’s reference to the “Facebook Family of Companies” is likewise confusing and incomplete. Facebook has acquired or merged with 66 different companies.\textsuperscript{15} Parents may not know which companies Facebook owns, and the Messenger Kids privacy policy does not say. Parents who want to know how widely Facebook might share their children’s data must find out for themselves by searching for a separate page that lists some, but not all, of the companies Facebook has bought. The Messenger Kids privacy policy does not even link to this page.

Facebook’s distinction between “the family of companies” and subsidiaries creates further confusion. According to Facebook’s “Help Center,” the “Facebook Family of Companies” includes Facebook Payments, the Onavo analytics company, WhatsApp, Oculus VR, Masquerade (whose products include face-tracking technologies), and the CrowdTangle social analytic platform.\textsuperscript{16} Missing from that list are “Facebook Products” such as Instagram, Messenger, Moments, Bonfire, Audience Network, and “other features, apps, technologies, software, products, or services.”\textsuperscript{17} Thus, even parents who manage to find the “Facebook Family of Companies” page would lack the information needed to give meaningful consent to the disclosure of their children’s sensitive personal information.

If Facebook does disclose information to third parties, its privacy notice may be incomplete by not naming them. Under the FTC’s COPPA Rule, a privacy notice must list “all operators collecting or maintaining personal information from children through the Web site or online service.”\textsuperscript{18} The FTC has long viewed “affiliates and subsidiaries” as third parties unless the affiliate relationship is clear to consumers.\textsuperscript{19} Thus, both third parties and companies owned by Facebook must be named.

Other required disclosures are also missing. For example, a privacy notice must tell parents that the operator “won’t require a child to disclose more information than is reasonably necessary to participate in an activity,” that parents “can agree to the collection and use of their child’s information, but still not allow disclosure to third parties unless that’s part of the service,” and


\textsuperscript{17} Facebook, What are the Facebook Products?, https://www.facebook.com/help/1561485474074139 (last visited Sept. 15, 2018).

\textsuperscript{18} 16 C.F.R. § 312.4(d)(1).

\textsuperscript{19} Protecting Consumer Privacy in an Era of Rapid Change 42, FTC (Mar. 2012), http://ftc.gov/os/2012/03/120326privacyreport.pdf (“The Commission maintains the view that affiliates are third parties, and a consumer choice mechanism is necessary unless the affiliate relationship is clear to consumers”).
that parents have the right to direct the operator to delete their child’s personal information.\textsuperscript{20} These disclosures are either missing or incomplete in the Messenger Kids privacy notice.

The disclosures regarding parents’ rights to have their children’s personal information deleted are especially confusing and incomplete. The COPPA Rule requires that “an operator shall retain personal information collected online from a child for only as long as is reasonably necessary to fulfill the purpose for which the information was collected.”\textsuperscript{21} But the Messenger Kids privacy notice does not clearly indicate that Facebook deletes personal information on children when it is no longer needed.

Every message a child sends with Messenger Kids is “personal information.” Personal information protected by COPPA includes “information concerning the child or the parents of that child that the website collects online from the child and combines with an identifier described in [15 U.S.C. § 6501(8)].”\textsuperscript{22} A message from a child necessarily contains some “information concerning the child.” Each message on Messenger Kids is associated with the name of the child who sent or received the message. Thus, messages sent or received on Messenger Kids are personal information that Facebook must delete at a parent’s direction.

Facebook’s policy does not comply with that requirement. According to the Messenger Kids privacy notice, parents who want to stop Facebook from collecting their child’s personal information must delete their child’s account, at which time Facebook “will delete [the child’s] Messenger Kids registration information, information about their activity and contacts, and device information.”\textsuperscript{23} The privacy notice does not state how long Facebook retains this information if a parent has not deleted his or her child’s account. The privacy notice also tells parents that “the messages and content your child sent to and received from others before their account was deleted may remain visible to those users.”\textsuperscript{24} It is unclear how long those messages, which must remain on Facebook’s servers to be visible to any users, will stay visible.

C. Conclusion

Messenger Kids poses developmental risks for children. It also violates COPPA. Facebook does not obtain verifiable parental consent via a mechanism reasonably calculated to ensure that the person giving consent is the child’s parent, or even an adult. And Facebook does not give parents sufficient notice of its data practices to allow parents to make an informed choice whether to allow Facebook to access children’s personal information. We ask the Commission

\textsuperscript{21} 16 C.F.R. § 312.10.
\textsuperscript{24} \textit{Id.}
to investigate Facebook’s violations of COPPA and to take all enforcement actions necessary to ensure compliance with the law.

Respectfully Submitted,

James T. Graves*
Angela J. Campbell
Institute for Public Representation
Georgetown University Law Center
600 New Jersey Ave NW, Suite 312
Washington, DC 20001
James.Graves@law.georgetown.edu
202-662-9545
*Counsel for Campaign for a Commercial-Free Childhood
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August 16, 2018

Joseph J. Simons, Chairman
Maureen K. Ohlhausen, Commissioner
Noah Joshua Phillips, Commissioner
Rohit Chopra, Commissioner
Rebecca Kelly Slaughter, Commissioner
Federal Trade Commission
600 Pennsylvania Avenue, NW
Washington, DC 20580

Dear Chairman Simons and FTC Commissioners,

On behalf of the leading consumer privacy and civil liberties organizations in the United States, we urge you to conclude the Facebook investigation and issue a judgment prior to September 1, 2018. The urgency of this matter cannot be overstated. The European Parliament recently passed a resolution calling for the suspension of the EU-US Privacy Shield agreement by September 1st if the United States does not fully comply. The EU Parliament specifically expressed concern over the Facebook-Cambridge Analytica data breach and called on the FTC to swiftly conclude its investigation. The resolution stated:

In view of the recent revelations of misuse of personal data by companies certified under the Privacy Shield, such as Facebook and Cambridge Analytica, [European Parliament] calls on the US authorities responsible for enforcing the Privacy Shield to act upon such revelations without delay.2

The Privacy Shield permits the flow of data on European consumers to companies located in the United States that would otherwise be subject to European law. A lack of enforcement by the FTC would imperil both European and American consumers and undermine the digital economy.

A coalition of U.S. consumer organizations previously urged the Commission to open an investigation into Facebook following reports of the Cambridge Analytica breach.3 We emphasized that the disclosure of data on 87 million Facebook users to Cambridge Analytica could have been prevented had the FTC enforced its 2011 Consent Order with Facebook in the first place.4 On March 26, 2018, the Acting Director of the

---

2 Id.
4 Id. Consumer Organizations to FTC Cambridge Analytica Investigation
Commission’s Bureau of Consumer Protection finally announced that the FTC was investigating Facebook.  

Four months have now passed since the Commission announced it was reopening its investigation of Facebook, but still there is no judgment. It is critical that the FTC conclude the Facebook matter, issue a significant fine, and ensure that the company upholds its privacy commitments to users. As Chairman Simons has stated, a “first priority for the Commission” will be “vigorous enforcement.” FTC Commissioner Rohit Chopra recently stated that, “FTC orders are not suggestions.” There is no more urgent enforcement priority for the Commission than the Facebook matter.

Other consumer agencies, without the benefit of the 2011 FTC consent order, have already completed extensive investigations of the Facebook Cambridge Analytica matter and issued substantial fines. The U.K. Information Commissioner’s Office has just fined Facebook the maximum allowable fine under U.K. law, charging the company with “failing to safeguard people's information [and] failing to be transparent about how people’s data was harvested by others and why they might be targeted by a political party or campaign.” The European Union Justice Commissioner Věra Jourová stated also that the European Commission is “impatiently waiting” for the FTC to conclude its investigation into the Facebook-Cambridge Analytica scandal.

But most critically it is the protection of the data of American consumers that is central to the work of the FTC. We urge you not to delay. The lack of a prompt conclusion to the Facebook investigation will have devastating consequences for consumers on both sides of the Atlantic.

Sincerely,

Electronic Privacy Information Center  
Campaign for a Commercial-Free Childhood

---


Consumer Organizations to FTC  
Cambridge Analytica Investigation
June 11, 2018

Chairman Simons
Commissioner Ohlhausen
Commissioner Phillips
Commissioner Chopra
Commissioner Slaughter
Federal Trade Commission
600 Pennsylvania Ave., N.W.
Washington, D.C. 20580

Dear Chairman and Commissioners,

Common Sense is the nation’s leading organization dedicated to helping kids and families thrive in a digital world. For over a decade, we have helped parents, teachers, and policymakers by providing unbiased information, trusted advice, and innovative tools to help them harness the power of media and technology as a positive force in all kids’ lives. Common Sense has an uncommon reach, with more than 68 million users, half a million educators, and advocates in all fifty states supporting our policy initiatives. We write to follow up on our April 10 request (attached), where we asked that as you investigate Facebook’s disclosure of the personal information of 87 million users to Cambridge Analytica and potential violations of the 2011 Consent Order, you in particular: (1) investigate how teens were affected, and (2) include specific provisions protecting users under 18 in any future decrees or orders.

Teens were potentially disproportionately harmed by Facebook’s allowing apps to scrape friends’ information; teen online behavior often includes significant sharing and use of third party apps (games). This disproportionate harm is particularly concerning given teens’ special vulnerability online, as detailed in our April 10 request, and as recognized by the Commission as well as the U.S. legal framework (which in general prohibits teens from entering binding contracts).

Further reports have revealed that Facebook gave access to Facebook users’ and their friends’ information to device makers, including foreign and domestic mobile phone and gaming console companies, without a user’s consent and sometimes despite a user’s denial.1 (Unfortunately, ignoring users’ privacy settings does not appear to be an isolated incident—just yesterday another instance was reported where Facebook made private posts public.)2 Given this news we are even more concerned about disproportionate harm to young people. Young people are likely to access or have accessed Facebook and “Facebook-like experiences” on mobile and other devices, the very same devices for which Facebook built

---

2 Sheera Frankel, Facebook Bug Changed Privacy Settings of Up to 14 Million Users, N.Y. Times, June 8, 2018, at B2.
device-integrated APIs that enabled data-sharing with device makers. Teens, especially lower-income teens, are more likely to have access to phones than computers, and a 2015 Common Sense report found that teens spent over four hours a day on mobile media. The report also found that teens were 2.5 times more likely to access social media via a smartphone than a computer, and 3 times more likely to have video game consoles as opposed to desktop computers in their bedroom. The means and methods teens use to access social media appear to put them at greater risk.

The sharing of information with device makers is yet another reason why the Commission should pay special attention to how Facebook’s mishandling of user information impacted teens, with respect to Cambridge Analytica, Huawei, and a growing number of third-parties. How did device usage affect user privacy? Were teens more affected because of their device usage? Were lower-income teens more affected because of their device usage?

Moreover, that this sharing was not disclosed during multiple Congressional hearings, but rather unearthed by reporters, underscores how much of what Facebook does continues to be extremely opaque. It is therefore extremely important that the Federal Trade Commission act to protect Americans’ privacy and ensure that companies are transparent—not only with Congress but with consumers as well—so consumers know what to expect. Teens especially need additional help in understanding how companies collect and use their information. According to recent Common Sense and SurveyMonkey polling, very few teens read the terms of service, compared to adults, and most almost never or never do. And only a third of teens think social networks do a good job of explaining what they do with user data, though almost all believe such networks should clearly label how they collect and use information. Not reading terms of service, and not understanding them, makes perfect sense for a young teen—a Georgia Tech study last year found that sites like Facebook had terms of service written, on average, for a college sophomore’s reading level. This is not a document most 13-year-olds could be expected to understand.

We respectfully request that the Commission look carefully into how Facebook has communicated its practices to teens, handled teens’ information, and respected teens’ privacy preferences, especially with request to sharing information with device makers. We further respectfully request that the Commission craft any future decree or relief with teens in mind.

---

6 Id., at 22
As noted previously, the Commission’s investigation into Facebook’s apparent violations of the 2011 Consent Order and Section 5 of the Federal Trade Commission Act provides an opportunity to ensure that Facebook takes steps to provide protective measures to teens that are not available to other people. The Commission has long recognized that teens are especially vulnerable to privacy harms such as identity theft and reputational damage that can affect education and employment opportunities. We ask that you take full advantage of this chance to protect them, no matter what devices they use.

Respectfully,

James P. Steyer
James P. Steyer, CEO & Founder
Ariel Fox Johnson, Senior Counsel, Policy & Privacy
Common Sense Media
650 Townsend St.
San Francisco, CA 94103
(415) 863-0600

---

April 10, 2018

Acting Chairman Maureen Ohlhausen
Commissioner Terrell McSweeney
Federal Trade Commission
600 Pennsylvania Ave., N.W.
Washington, D.C. 20580

Dear Acting Chairman Ohlhausen and Commissioner McSweeney,

Common Sense is the nation’s leading organization dedicated to helping kids and families thrive in a digital world. We write to request that, as you investigate Facebook’s disclosure of the personal information of 87 million users to Cambridge Analytica and potential violations of the 2011 Consent Order, you: (1) investigate how teens in particular were affected, and (2) include specific provisions protecting users under 18 in any future decrees or orders. Given teens’ tendencies to share and engage online and to be friends with other teens, it seems likely they were disproportionately harmed by Facebook’s allowing apps to scrape friends’ information. The Commission has recognized that teens are uniquely vulnerable; this is an opportunity to protect them.

For over a decade, Common Sense has helped parents, teachers, and policymakers by providing unbiased information, trusted advice, and innovative tools to help them harness the power of media and technology as a positive force in all kids’ lives. Common Sense has an uncommon reach among parents and teachers, with more than 68 million users and half a million educators across its network. We also have advocates in all fifty states supporting our policy initiatives.

We have long advocated for stronger privacy protections for kids and families across all platforms and services, especially those young men and women below the age of legal consent. We have supported updates to COPPA that would include teens. And we spearheaded California student privacy legislation, the Student Online Personal Information Protection Act (SOPIPA) that has become a model across the nation. Further, we have worked with industry and other partners to encourage them to build in privacy by design. We have researched media and technology use by young people from a variety of perspectives, and we are particularly attuned to the privacy challenges young people face.

As the Commission itself has recognized, teens are particularly vulnerable online, and prone to behavior that could lead to identity theft or adversely affect employment or educational opportunities.¹ Social and neuroscience research tells us that they are more likely to share information without thinking, focusing on the present and not considering or understanding long

¹ Federal Trade Commission, Protecting Consumer Privacy in an Era of Rapid Change, 70 (Mar. 2012); see also FTC, Data Brokers: A Call for Transparency and Accountability 55 (May 2014) (noting that that teens often fail to appreciate long-term consequences of posting data online).
term consequences. Young people are more susceptible to advertising, and less able to assess content critically. While this is especially true for kids, it is also true for teens—particularly ones under 16—as studies have shown commercial literacy increases between 12 and 15. This has caused academic experts to question whether such teens, who may not be able to distinguish between an ad and content, can grasp the myriad ways in which companies use their personal information. And these vulnerabilities in comprehension and understanding are exacerbated by the sheer amount of time young people spend online and the activities they partake in. Teens have to go online in order to get an education, and many view it as a primary means to connect with friends. Over three-quarters of teens are on social media. And all teens, on average, spent over an hour a day on social media in 2015. That number has likely only grown.

Our legal framework reflects this reality of teens’ differences and vulnerabilities—in general, they are unable to enter into binding legal contracts. Given the special legal and ethical considerations regarding young people, we believe it is important for the Commission to look carefully into how teens’ information has been handled, and privacy preferences respected, and to craft any future decree or relief with teens in mind.

During its investigation, we ask that the Commission pay special attention to how teens were impacted by Facebook’s mishandling of user information, both with respect to Cambridge Analytica and any other third-parties. Given teens’ propensity to take personality quizzes, play games, and share viral content, and to be friends with other teens, it seems likely they were disproportionately affected by Facebook’s allowing apps to scrape friends’ information. How many teens were affected? Were teens more affected? Have affected teens been informed by Facebook in language they can understand and act upon?

We also ask that any future decrees or orders provide special protections for teens. These should be tailored to address teens’ specific vulnerabilities. For example, privacy policies and terms of service are notoriously dense for adults, let alone for youth, calling into question teens’ abilities

---


5 See, e.g., Livingstone, Sonia et al, If Children Don’t Know an Ad from Information, How Can They Grasp How Companies Use Their Personal Data?, Media Policy Project (July 19, 2017), blogs.lse.ac.uk/mediapolicyproject/2017/07/18/if-children-dont-know-an-ad-from-information-how-can-they-grasp-how-companies-use-their-personal-data/.

6 NORC at the University of Chicago, New survey: Snapchat and Instagram are most popular social media platforms among American teens: Black teens are the most active on social media and messaging apps, ScienceDaily (April 21, 2017), www.sciencedaily.com/releases/2017/04/170421113306.htm.

to understand all of the nuances that may be buried in them. Teens deserve clear policies written for their age and level of understanding. Otherwise, they are unable to understand what they are allegedly agreeing to or give anything resembling informed consent. Teens also deserve privacy protective defaults. Given teens’ propensity to share and act impulsively, protective defaults can provide an important speedbump. Facebook itself has actually recognized this with respect to some settings the Facebook site has for teens vis-à-vis sharing with the public, but it does not appear to have taken any such steps vis-à-vis sharing with apps and advertisers.

These are just some of the ways that Facebook can better respect and protect its teenage users in the future. After learning more about how teens were impacted—which the Commission has the power to do during its investigation—there will likely be additional safeguards that are appropriate to put in place.

The Commission’s investigation into Facebook’s apparent violations of the 2011 Consent Order and Section 5 of the Federal Trade Commission Act provides an opportunity to ensure that Facebook takes steps to provide protective measures to teens that are not available to other people. As noted, the Commission has long recognized that teens are especially vulnerable to privacy harms such as identity theft and reputational damage that can affect education and employment opportunities. We ask that you take full advantage of this chance to protect them.

Respectfully,

James P. Steyer
James P. Steyer, CEO & Founder
Ariel Fox Johnson, Senior Counsel, Policy & Privacy
Common Sense Media
650 Townsend St.
San Francisco, CA 94103
(415) 863-0600

---
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In re Facebook, Inc. 1 May 20, 2019
Summary

Consumer Reports\(^1\) (CR) asks the Federal Trade Commission (FTC) to investigate whether Facebook, Inc. is violating the Federal Trade Commission Act (FTC Act) and the 2011 Consent Agreement in connection with its Face Recognition control provided to users on their Facebook platform.

The Federal Trade Commission Act makes it unlawful for one to engage in “unfair or deceptive acts or practices in or affecting commerce.”\(^2\) Under the Federal Trade Commission’s Deception Statement, for an act to be deceptive, it must be a representation, omission or practice that is likely to mislead a reasonable consumer and this representation, omission, or practice must be material. The FTC clarified that materiality is assessed on the basis of whether or not the practice is “likely to affect the consumer’s conduct or decision with regard to a product or service.”\(^3\)

In 2011, Facebook entered into a settlement agreement with the Federal Trade Commission to settle charges “that it deceived consumers by telling them they could keep their information on Facebook private, and then repeatedly allowing it to be shared and made public.”\(^4\) The Consent Agreement reached between Facebook and the Commission states that Facebook:

\[\ldots\text{shall not misrepresent in any manner, express or by implication, the extent to which it maintains the privacy or security of covered information, including, but not limited to:}\]

\[\text{A. Its collection or disclosure of any covered information;}\]

\[\text{B. The extent to which a consumer can control the privacy of any covered information maintained by [Facebook] and the steps a consumer must take to implement such controls;}\]

Under the Agreement, “covered information” is defined to include “information from or about an individual consumer, including but not limited to...\(e\) photos and videos.”\(^5\)

---

\(^1\) Consumer Reports is the world’s largest independent product-testing organization. It conducts its advocacy work in the areas of privacy, telecommunications, financial services, food and product safety, health care, among other areas. Using its dozens of labs, auto test center, and survey research department, the nonprofit organization rates thousands of products and services annually. Founded in 1936, Consumer Reports has over 6 million members and publishes its magazine, website, and other publications.


\(^6\) Id.
Facebook provides an online social media platform that allows users to upload their own content to the site, including photos and videos. From December 2011, Facebook has provided users with a control called “Tag Suggestions” that allows users to decide whether or not other users on the site will be served with suggested tags for photos that appear to match the physical characteristics of the individual user. Facebook’s Tag Suggestions feature uses facial recognition technology to identify whether or not a particular user is in the photo or video that is uploaded to the site.

In December 2017, Facebook announced a new setting, “Face Recognition,” which would replace the older Tag Suggestions control for consumers in the US. With this new control, US-based users are able to control whether or not the company’s facial recognition technology is used on the content they upload to the site. This setting, unlike the prior one, also allows the user to opt out of future applications of facial recognition technology on the site.

Since at least May 1, 2019, but perhaps as early as June 2018, Facebook has not provided access to the Face Recognition tool to all US-based users. Consumer Reports first noticed that some profiles lacked access to the Face Recognition control, but instead had the older Tag Suggestions setting, in June 2018. At that time, Facebook declined to provide a comment on the record about this inconsistency in access to privacy controls. However, in early May 2019, Consumer Reports conducted a study with 31 participants across the United States, finding that 8 out of 31, or 26 percent, of those users lacked access to the new Face Recognition tool. These users instead could access the older, and less protective opt-out, Tag Suggestions tool.

Facebook deceived their users by representing that US-based consumers over the age of 18 would have access to the new, and more protective opt-out control of Face Recognition. However, some consumers lack this control. In addition, Facebook represented to consumers that this new control would reflect their prior facial recognition preferences, as indicated by the Tag Suggestions setting. Therefore, if a consumer opted-out of the Tag Suggestions setting they could reasonably assume that they have already opted-out of Facebook’s facial recognition processing, when in fact all they opted-out of was allowing their friends to get tag suggestions for them. Further, these users faced greater difficulty navigating to even the less protective opt-out of facial recognition processing because the new interface and help pages do not provide clear links to the Tag Suggestions system.

Facebook also deceived their users by representing that the new Face Recognition setting would be set to “off”/“no” by default or would align with the user’s past expressed preferences with regards to facial recognition as indicated by whether they changed their default Tag Suggestions setting (i.e., by changing the setting from “Friends” to “No one,” thus opting out of this narrow control on facial recognition technology). First, our study documented that new accounts are initially given the older Tag Suggestions setting, which is on by default. For those users, they have no previous settings to inherit and have no facial recognition protection by default, despite Facebook’s representations. Further, even if they eventually get the new Face Recognition setting,
which would be “on”/“yes” by default, Facebook’s public statements that the default for the Face
Recognition control is “off”/“no” leaves them in the position of assuming that they are protected
when they are not

In light of these findings, we respectfully request the Commission to investigate these practices
and assess civil penalties that demonstrate that violations of the Federal Trade Commission Act
and 2011 Consent Agreement are impermissible.

I. Background
A. Tag Suggestions Control

On December 15, 2010, Facebook first announced its “Tag Suggestions” feature, which uses “face
recognition software—similar to that found in many photo editing tools—to match your new
photos to other photos you’re tagged in.” The setting was on by default, meaning that users were
automatically opted into Facebook’s facial recognition technology recommending tags to
connections if the user’s face was identified in a photo or video uploaded to Facebook. However,
Facebook did provide the ability to opt out.

7 Matt Hicks, Making Photo Tagging Easier, FACEBOOK (June 30, 2011, 5:16 PM),
Tagging].
8 “If for any reason you don’t want your name to be suggested, you will be able to disable suggested tags in your
Privacy Settings.” Id.; and, see, Ian Paul, Facebook Photo Tagging: A Privacy Guide, PC WORLD (June 9, 2011),
9 “If for any reason you don’t want your name to be suggested, you will be able to disable suggested tags in your
Privacy Settings. Just click "Customize Settings" and "Suggest photos of me to friends." Your name will no longer be
suggested in photo tags, though friends can still tag you manually. You can learn more about this feature in our Help
Center.” Making Photo Tagging, supra note 7.
The Tag Suggestions featured on Facebook uses a four-step facial recognition process:

Initially, the software tries to detect faces (the “detection” step) and standardizes any detected faces for qualities like orientation and size (the “alignment step”). For each face that is detected and aligned, Facebook computes a “face signature,” which is a “string of numbers that represents a particular image of a face” (the “representation” step). Face signatures are then run through a stored database of user “face templates” to look for matches (the “classification” step). A face template is “a string of numbers that represents a boundary” between the face signatures of a given Facebook user and the face signature of others, and is calculated based on that user’s photographs. If a computed face signature falls within the boundary described by a user’s face template, Facebook suggests tagging the user. Facebook represents, with no challenge from plaintiffs, that face signatures are not stored. Only face templates are kept by Facebook.10

With this tool, the site’s users are not able to stop Facebook from scanning photos, creating “templates” of each face, and retaining the data. However, this setting did allow users to prevent Facebook’s facial recognition system from suggesting that others tag you in photos.11

---


11 Making Photo Tagging, supra note 7.
to Facebook, if you untag a photo or video, “information from those photos and videos is no longer used in the face template.”

B. Face Recognition Control

On December 19, 2017, Facebook announced that they updated the privacy settings on the site to allow users to turn off the use of facial recognition technology on their photos:

We also decided to update Facebook’s settings. Concerns about updated settings are as old as Facebook, so we didn’t take the decision lightly. But we learned in our research that people want a way to completely turn off face recognition technology rather than on a feature-by-feature basis. We knew that as we introduced more features using this technology, most people would find it easier to manage one master setting rather than navigate a long list of products deciding what they want and what they don’t. Our new setting is an on/off switch. Some may criticize this as an “all or nothing” approach, but we believe this will prevent people from having to make additional decisions among potentially confusing options.

The underlying facial recognition technology for both the Face Recognition and Tag Suggestions settings appears to be the same, but the new tool seems to have been designed to allay consumer concerns, while also introducing new features. Furthermore, if a user sets their face recognition setting to “off”/“no,” Facebook “delete[s] the template” and opts the user out of all facial recognition features, including any new features based on this technology that the site might introduce in the future. By contrast, the older tool (Tag Suggestions) only allowed users to prevent Facebook from recommending that others tag them in photos, and did not prevent Facebook from: scanning photos and videos; creating face templates and retaining that data; or any further

---

14 “But how does this technology really work? It starts with showing a computer photos of the same person. The computer analyzes the pixels in each image and generates a strong of numbers to represent a person’s face. Then, the computer analyzes images of other people and creates strings for each of them too. So whenever the system is presented with a new photo, it can quickly find matches on the photos it already has.” Transcript of Hard Questions: Face Recognition Animated Video, FACEBOOK (Dec. 17, 2019), https://www.facebook.com/facebook/videos/10156872585996729/ [herein after Hard Questions Video]; “On Facebook, face recognition helps people tag photos with the names of their friends. When you have face recognition enabled, our technology analyzes the pixels in photos you’re already tagged in and generates a string of numbers we call a template. When photos and videos are uploaded to our systems, we compare those images to the template.” Hard Questions, supra note 13.
15 “We recently announced new features that use face recognition technology. People can now find photos of themselves even when they aren’t tagged in them, making it possible for people to manage their privacy in new ways. They may also know when someone is using their image as a profile photo — which can help stop impersonation. In addition, those with vision impairments can now hear aloud who’s in the photos they come across on Facebook. Just as in 2010, we had to evaluate how we’d inform people and give them choice over these new uses of the technology.” Hard Questions, supra note 13.
16 Tagging Photos, supra note 12.
application of facial recognition technology to their photos or videos or those uploaded by others.

The new Face Recognition setting is set to “off”/“no” by default, meaning that users are not automatically opted into allowing Facebook’s facial recognition technology to scan their photos and videos uploaded to the site.17

Screenshot of the default Face Recognition setting

![Screenshot of the default Face Recognition setting](image)

However, in order to respect a user's present privacy practices, Facebook stated that the default Face Recognition control would reflect the settings users had chosen with the older Tag Suggestions feature (i.e., if a person set their Tag Suggestions setting to “off”/“no one” in the past, their Face Recognition setting would be set to “off”/“no” automatically, opting the user out of the use of facial recognition technology).18

---


18 Id.
If a user changed their Tag Suggestions setting to “off”/“no one” previously, the new Face Recognition control would also be set to “off”/“no”.

C. Instances of Consumers Lacking Access to Important Face Recognition Control Documented

Consumer Reports documented through a small, qualitative study of US-based Facebook users that some of the site’s users lack the Face Recognition setting that was introduced in December 2017. We first spotted this issue in June 2018. Although we contacted Facebook about this possible anomaly, Facebook did not comment on the record at that time. In early May 2019, Consumer Reports conducted an online study with 31 Facebook users across the United States.

Consumer Reports utilized a service called UserTesting to conduct our study. Participants are paid a nominal fee for their time, and can be directed to perform various tasks and answer questions about their experiences. As participants complete tasks, the service captures video of their screens. The videos, along with recordings of written and verbal responses to questions are sent to the organization conducting the study.

Our study consisted of 34 Facebook users. Two users from our initial pool of participants reported that they lived outside the United States, and were excluded from our final results, as laws regarding biometrics or privacy writ large may affect Facebook’s practices in those countries and the distribution of its privacy settings. We also excluded one user who did not complete the study, for a final pool of 31 participants.

UserTesting lets its clients design tests and establish qualifications in order to target specific groups of consumers. Participants who meet those qualifications are then selected at random from among the service’s pool of consumers. Participants were required to use the Chrome web browser, which UserTesting recommends in order to ensure the proper functioning of the UserTesting
After running a small test of five participants to confirm that our protocol would be easy to follow, we added more participants with additional requirements: We excluded participants from outside the United States, and targeted some users who were residents of Illinois. The goal with that requirement was to research whether a state law, the Illinois Biometrics Information Privacy act, has any effect on the availability of the setting. Our findings did not indicate that the Facebook platform treats Illinois residents any differently when it comes to the availability of the Face Recognition setting.

We had participants log in to Facebook.com, and directed them to navigate to different areas of the site in order to document whether the Face Recognition setting was available. We also had users show us the availability of a Tag Suggestions setting, to test our hypothesis that users are granted access to one of those two settings, but not both. We documented whether these settings were turned on or off, and asked whether users had adjusted them in the past.

We found that the Face Recognition setting to be available to most users, but the setting was missing from eight out of the final pool of 31 accounts we documented.

As part of our test, we asked users a number of questions to research whether demographic or behavioral patterns had any effect on the availability of the setting. Questions included how often participants use Facebook, what kind of phones and computers they use, whether or not they use the Facebook mobile app, and whether the participants had ever used Facebook while traveling outside of the United States. In addition, we had users navigate to certain pages that would allow us to document how many “friends” they had, when their accounts were created, and whether or not the users’ “profile pictures” were photographs of their faces. We also gathered information about each user’s age and gender from self-reported information through the UserTesting platform. None of these factors seemed to affect the availability of the Face Recognition setting.

In addition to our formal test, we asked members from two Consumer Reports Facebook groups to check if the setting was available. Among hundreds of replies, a number of users reported that the Face Recognition setting is unavailable to them. While this anecdotal evidence reinforces the findings of our study, we did not include these results in our analysis as we did not have documentation to confirm the accuracy of these responses.

In a separate experiment, Consumer Reports tried to see whether the Face Recognition setting worked. We downloaded archives of Facebook data from user accounts that did have the Facial Recognition setting. If the feature had been turned on for several days, the archive included a file labeled Face Recognition containing a long string of characters that may have been the facial recognition template. If Facial Recognition had been turned off, that file did not appear in our
archive, indicating the setting is likely working when it is available.

D. Consumers who lack Face Recognition control also faced increased difficulty navigating to their available facial recognition control: Tag Suggestions

As shown in the screenshots below, the privacy shortcuts page for users who do not have the new Face Recognition setting lacks any shortcut to modify their Tag Suggestions control. A user must instead find their Tag Suggestions setting by navigating to their main account settings page through a different menu.

**Screenshots of A User's Tag Suggestions Setting**

As documented in the screenshots below, a user who does have access to the Face Recognition setting Facebook introduced in December 2017 can easily access and change their facial recognition control from their privacy shortcuts page. This ease of navigation is contrasted with the relative difficulty with which a user who only has the older Tag Suggestions control would have finding their Tag Suggestions setting.
If a user was presented with the older Tag Suggestions control and not the newer Face Recognition control, it was harder for the user to navigate to the appropriate setting. A slide show on Facebook’s “Privacy Basics”\textsuperscript{19} page explains how the Face Recognition control works and provide illustrations of what the setting looks like, and how to use it. The penultimate informational final slide reads, “You can turn the setting on or off at any time, which will also apply to any features we add later,” and includes a link\textsuperscript{20} which directs users to the page where they can adjust the setting.\textsuperscript{21}

\textsuperscript{19} Manage Your Privacy: Face Recognition, FACEBOOK, https://www.facebook.com/about/basics/manage-your-privacy/face-recognition (last visited May 20, 2019).


\textsuperscript{21} Id.
But if the user does not have the Face Recognition control, that link just takes them to their main account settings page. Then it is up to the user to figure out that, on their account, the setting does not exist. Aside from concerns about the availability of this important control, the lack of usable links in these explanations for consumers about Facebook’s face recognition technology makes the process of changing one’s privacy settings even more complicated and onerous. Consumers already have a hard time utilizing the few privacy controls they do have, and this broken disclosure system only serves to exacerbate the problem.

II. Facebook’s practices are deceptive under the Federal Trade Commission Act

The Federal Trade Commission has the ability under the Federal Trade Commission Act to prevent the use of “unfair or deceptive acts or practices in or affecting commerce.” Under the Federal Trade Commission’s Deception Statement, for an act to be deceptive, it must be a representation, omission or practice that is likely to mislead a reasonable consumer and this representation, omission, or practice must be material. The FTC clarified that materiality is assessed on the basis of whether or not the practice is “likely to affect the consumer’s conduct or decision with regard to a product or service.”

A. Facebook represents to consumers that they would have access to the Face
Recognition Setting and this setting would be “off” by default or align with the user’s older Tag Suggestions setting.

From at least December 2017 to the present, Facebook represented to US-based consumers that they would be able to turn off facial recognition on the site. In an animated video in the post announcing the new Face Recognition control the company says: “Anyone can opt out of face recognition entirely through their Facebook account settings.”

Facebook also states in their blog post announcing this new setting that “when it comes to face recognition, control matters.”

Our Responsibility

When it comes to face recognition, control matters.
We listen carefully to feedback from people who use Facebook, as well as from experts in the field. We believe we have a responsibility to build these features in ways that deliver on the technology’s promise, while avoiding harmful ways that some might use it.

---

24 Hard Questions Video, supra note 14.
25 Id.
26 Hard Questions, supra note 13.
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In addition, in Facebook’s Help Center, the company provides consumers with explanations on how to turn off facial recognition for their account. These instructions represent that these users should be able to turn off the use of this technology, despite the fact that Consumer Reports documented that some consumers lack this control entirely.\textsuperscript{27}

\textit{Screenshot of a section of the Facebook Help Center page}

\textbf{How do I turn face recognition on or off for my account?}

Face recognition helps Facebook recognize you in photos or videos based on your profile picture and photos or videos you are tagged in. Learn about how face recognition may be used on Facebook.

To turn face recognition on or off for your account:

1. Click \textit{Settings} in the top right of Facebook and select \textit{Settings}.
2. In the left column, click \textit{Face Recognition}.
3. Go to \textit{Do you want Facebook to be able to recognize you in photos and videos?} and click \textit{Edit}.
4. Select \textit{Yes} or \textit{No} to confirm your choice.

When Face Recognition is set to off, templates are deleted.

Note: This setting isn’t available in all countries, and will only appear in your profile if you are at least 18 years old.

Users who visited their Facebook home page following the release of the new setting in December 2017 were alerted to this new control via a pop-up dialogue box in their newsfeed,\textsuperscript{28} similar to one that was included in a Wired story\textsuperscript{29} in February 2018.

\textsuperscript{27} \textit{How do I turn face recognition on or off for my account?}, Facebook Help Center, https://www.facebook.com/help/187272841323203?helpref=ufpermalink (last visited May 18, 2019).

\textsuperscript{28} “People asked us to explain how face recognition works more clearly, and to provide more prominent information about how we might use it on Facebook. To address this feedback, we’re informing people about updates to face recognition in News Feed – the doorstep of Facebook.” Hard Questions, supra note 13.

\textsuperscript{29} Facebook’s Face Recognition, supra note 17.
This dialogue box tells users “You control face recognition...you can turn it off at any time.” Although CR has not documented instances where a user was presented with this disclosure even though they lacked the setting, this dialogue box is another instance where Facebook represented that users can control this setting and turn off the application of facial recognition technology “at any time.”

In Facebook’s Data Policy, the company has a section entitled “How do we use this information?” Under the subsection titled “Provide, personalize and improve our Products” Facebook has a separate bullet about their facial recognition technology. In this section, Facebook includes links to their site’s privacy settings. However, the section on facial recognition technology does not mention that some users may have an older Tag Suggestions setting. In addition, the section specifically states that users can: “…control our use of this technology in Facebook settings.” This statement would lead users to believe that they have the ability to change how Facebook uses this technology, when in fact some users lack this control entirely.
Screenshot of the section on Face Recognition in Facebook’s Data Policy

- Face recognition: If you have it turned on, we use face recognition technology to recognize you in photos, videos and camera experiences. The face-recognition templates we create may constitute data with special protections under the laws of your country. Learn more about how we use face recognition technology, or control our use of this technology in Facebook Settings. If we introduce face-recognition technology to your Instagram experience, we will let you know first, and you will have control over whether we use this technology for you.

As documented by Consumer Reports, from at least May 1, 2019, but perhaps as early as June 2018, some consumers did not have access to this control. Specifically, eight out of 31, or 26 percent, of participants did not have the new Face Recognition setting, but rather the older Tag Suggestions setting, despite the fact that Facebook indicated to consumers that access to this control would be ubiquitous for adults in the United States. Although this study only examined a small subset of Facebook users, since we could not find any clear commonalities between these users, we can infer that many more users in the US likely also lack this control. As of April 2019, Facebook has approximately 190 million users in the US, a significant proportion of which are adults.

B. Facebook’s representations mislead consumers

Most consumers do not change the default settings in their accounts. Facebook spokesperson Rochelle Nadhiri publicly stated that the Face Recognition setting “is not on by default.” In

30 A Facebook spokesman told Wired: “Anyone can opt out of face recognition entirely through their Facebook account settings.” (Facebook’s Face Recognition, supra note 17.) However, the company did make it clear that the control was only available to individuals over the age of 18 and was not available in all countries: “Note: This setting isn’t available in all countries, and will only appear in your profile if you are at least 18 years old.” (Tagging Photos, supra note 12); see, also: “Even in this renewed push to incorporate face recognition, people in Canada and the European Union won’t have access to the features at all, because those regions have regulations about how companies can collect and store biometric data.” (Facebook’s Face Recognition, supra note 17.)


32 A Pew Research Center study found: “Facebook is no longer the dominant online platform among teens...In 2018, three online platforms other than Facebook – YouTube, Instagram and Snapchat – are used by sizable majorities of this age group. Meanwhile, 51% of teens now say they use Facebook.” Monica Anderson & Jingjin Jiang, Teens, Social Media & Technology 2018, PEW RESEARCH CTR. (May 31, 2018), https://www.pewinternet.org/2018/05/31/teens-social-media-technology-2018/.


34 "The new setting is not on by default," says Facebook spokesperson Rochelle Nadhiri. True, but not so simple. "The new setting respects people’s existing choices, so if you’ve already turned off tag suggestions then your new
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addition, the same spokesman stated: "The new setting respects people’s existing choices, so if you’ve already turned off tag suggestions then your new face recognition setting will be off by default. If your tag suggestions setting was set to 'friends' then your face recognition setting will be set to on." 35

Therefore, consumers who previously changed their setting for Tag Suggestions to “off”/“no one” would reasonably assume that their Face Recognition setting was likewise set to “off”/“no.” However, since some consumers lack the Face Recognition setting, their Face Recognition has not been set to off, despite Facebook’s claim. Such consumers could therefore incorrectly expect that their previous actions already opted them out of Facebook’s facial recognition technology collection and processing of their data when in fact they lack the tool.

However, consumers who never changed their Tag Suggestions setting from the default of “on”/“friends” would then be opted-in to new Face Recognition setting and thus the setting for this new control would be “on”/“yes.” This automatic opt-in is in contradiction with the statement from Facebook spokesperson Rochelle Nadhiri who states that the setting “is not on by default.” 36

If a user previously had their Tag Suggestions setting set to “Friends,” then the new Face Recognition setting would be set to “Yes,” in accordance with Facebook’s statements

![Face Recognition](image)

This means that, despite the public affirmation made by Facebook spokesperson Rochelle Nadhiri that this setting “is not on by default,” 37 new users who never changed the default setting on their Tag Suggestions control will automatically be opted-in to allowing facial recognition processing on their photos and videos.

35 Id.
36 Id.
37 Id.
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This misrepresentation could lead some consumers to assume, in error, that they do not need to change their settings. In addition, on all four new accounts Consumer Reports created in early May 2019, the Tag Suggestion was set to “on” by default (i.e., the setting was set to “friends” in response to the setting “Who sees tag suggestions when photos that look like you are uploaded?,” as opposed to “no one”), which implies that if the Face Recognition is rolled out to these accounts, the new setting will be set “on” by default as well.

C. Facebook’s misleading representations are material to the consumer

Finally, the gap in understanding between the privacy controls each consumer has access to on the Facebook site is material to a consumers’ choices. If a consumer knows that they lack the newer and stronger opt-out of the Face Recognition setting, the consumer might reconsider uploading personal photos or videos to the site in order to protect their privacy and the privacy of the people featured, including children. In addition, if a subset of consumers lacks a stronger opt-out that is provided to other consumers, consumers in that subset may reconsider their relationship to the social media company, especially in light of the company’s recent privacy violations and controversies.38

D. Under the precedent of Chitika, InMobi, Nomi, and the Google/Safari settlements, the Commission should investigate Facebook’s conduct

The results of our research indicate that Facebook may be misrepresenting the ability of their users to control what data is collected and processed by the company using their facial recognition technology. The misrepresentations made by Facebook can be compared to the Chitika, InMobi, Nomi, and Google/Safari settlements.

The Federal Trade Commission has brought enforcement cases against companies that misrepresent the extent to which consumers can control the collection, use, or sharing of their data in violation of the Federal Trade Commission Act. For instance, in the Chitika, Inc. settlement, the Commission found that the company had violated the FTC Act by misleading users about the extent to which they could control the collection, use, or sharing of their data because the online site offered users an opt-out that served to only opt the consumer out for a period of ten days, due to a self-expiring cookie. The opt-out control offered by Chitika resulted in an opt-out cookie being placed on the user’s computer that prevented other cookies from being placed from the site. If the user navigated to view whether or not they were opted out of such tracking, the website attested that the consumer was “currently opt-ed out.” However, and unbeknownst to the user, the opt-out


cookie was set to self-expire after ten days, thus preventing the consumer from effectively opting out.\textsuperscript{40}

Likewise, in the case of \textit{InMobi}, the FTC brought an enforcement action against the company for misrepresenting that its advertising software would only track consumers’ locations when they opted in and in a manner consistent with their privacy settings. The FTC complaint alleges that the company used a database of the locations of wireless networks created from opted-in users to infer the physical locations of consumers who had opted out of sharing their location.\textsuperscript{41} In order to settle this charge and others, the FTC and the company reached a settlement under which \textit{InMobi} was required to pay almost a million dollars in civil penalties and implement a comprehensive privacy program.\textsuperscript{42}

In addition, the FTC has found that it is unlawful under the FTC Act for a company to misrepresent the choices consumers have to control data collection by a company. Specifically, the Commission alleged in the \textit{Nomi} case that the company misled consumers with promises that it would provide an in-store mechanism for consumers to opt out of tracking.\textsuperscript{43} However, the company did not provide such controls and thus the Commission approved a final order in 2015 against \textit{Nomi} for this misrepresentation and other allegations.\textsuperscript{44}

In the case of the Facebook Face Recognition setting, the company similarly misrepresented to consumers that consumers are able to restrict the extent to which the company collects information about them, in possible violation of the FTC Act. Facebook has represented to their users for at least 18 months that “[a]nyone can opt out of face recognition entirely through their Facebook account settings,”\textsuperscript{45} despite the fact that 26 percent of our participants cannot because they lack access to this control. These users are distributed across the US and our researchers could not find any commonalities between the users that could explain this discrepancy. Under the history of \textit{Chitika}, \textit{InMobi}, and \textit{Nomi} cases, the Federal Trade Commission should bring an enforcement action against Facebook for this misrepresentation.

\textsuperscript{40} Id.
\textsuperscript{41} “The complaint alleges that \textit{InMobi} created a database built on information collected from consumers who allowed the company access to their geolocation information, combining that data with the wireless networks they were near to document the physical location of wireless networks themselves. \textit{InMobi} then would use that database to infer the physical location of consumers based on the networks they were near, even when consumers had turned off location collection on their device.” Mobile Advertising Network \textit{InMobi} Settles FTC Charges It Tracked Hundreds of Millions of Consumers’ Locations Without Permission, FED. TRADE COMM’N (June 22, 2016), https://www.ftc.gov/news-events/press-releases/2016/06/mobile-advertising-network-inmobi-settles-ftc-charges-it-tracked.
\textsuperscript{45} \textit{Hard Questions Video}, supra note 14.
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Facebook also made misrepresentations about the availability of their Face Recognition setting in their Help Center. Facebook’s misrepresentations in their Help Center about the availability and use of the Face Recognition tool can be compared to Google’s misrepresentations of Safari’s settings in the 2012 settlement between the FTC and Google. In that case, Google told Safari browser users that they would automatically be opted out of third-party cookies like Google’s on their Advertising and Privacy page, which was located in the consumer help/frequently-asked-questions center. Similarly, in Facebook’s Help Center, the site tells users how to “turn face recognition on or off for my account.” However, for the users that do not have access to this control, these explainers misrepresent what settings they have for they lack access to the Face Recognition control entirely. In addition, the links in the Help Center on this setting fail to navigate users who lack the Face Recognition control to settings that they can use to modify what information Facebook can collect about them. The links instead take users without this setting to the main account settings page, leaving it up to the user to figure out that they lack this control.

III. Facebook’s practices violate the 2011 Consent Agreement

The misrepresentations documented in this letter are also possible violations of the Consent Agreement reached by Facebook and the Federal Trade Commission in 2011. Under the Agreement, Facebook:

...shall not misrepresent in any manner, expressly or by implication, the extent to which it maintains the privacy or security of covered information, including, but not limited to:

C. Its collection or disclosure of any covered information;
D. The extent to which a consumer can control the privacy of any covered information maintained by [Facebook] and the steps a consumer must take to implement such controls;

Under the terms of this Consent Agreement, photos or videos are included within the definition of “covered information.” Since Facebook made misrepresentations of the extent to which a consumer could control the privacy of their photos and videos under the privacy settings provided by Facebook, the instances reported in this letter are covered by said Agreement. Therefore, the Commission should explore whether or not to bring an enforcement action against Facebook due to this violation of the 2011 Consent Agreement.

---

48 2011 Consent Agreement, supra note 5.  
49 2011 Consent Agreement, supra note 5.  
50 The agreement extends until 2032. See 2011 Consent Agreement, supra note 3.
IV. Conclusion and Request for Relief

Facebook misrepresented the extent to which their users can control the amount of information that is collected and processed about them under the company’s facial recognition technology, in violation of the Federal Trade Commission Act51 and the 2011 Consent Agreement.52 The public statements made and Help Center resources provided by Facebook could mislead consumers to believe that they have certain privacy protections when they in fact lack those protections. Our research with 31 of Facebook users demonstrates that this new setting has not been deployed to all users. Therefore, many users of this site could be misled to think they have this control when in fact they do not, leading them to a false sense of control and privacy of their data. Furthermore, since the links in the Help Center page and in the Facebook Newsroom announcement fail to navigate to the correct setting for those individuals who lack the new Face Recognition setting, consumers could be additionally confused and unable, without extra effort, to find out they do not have this new setting.

Finally, Facebook also deceived their users by representing that the new Face Recognition setting would be set to “off”/“no” by default or would align with the user’s past expressed preferences with regards to facial recognition as indicated by whether they changed their default Tag Suggestions setting (i.e., by changing the setting from “Friends” to “No one,” thus opting out of this narrow control on facial recognition technology). But in fact, most users never change their default settings, so many users likely were opted-in to Facebook’s facial recognition processing of their photos due to the default setting of the older Tag Suggestions feature (which was on by default). Additionally, we found that new accounts are often given the older Tag Suggestions feature initially (which is on by default) and thus these accounts, when they do receive the newer Face Recognition control, will be opted into facial recognition processing of their photos.

These misrepresentations by Facebook potentially constitute violations of the FTC Act and the 2011 Consent Order. We therefore urge the FTC to investigate these practices.

Respectfully submitted,

/s/ Katie McInnis
Katie McInnis
Policy Counsel
Consumer Reports
Suite 500
1101 17th Street NW
Washington, DC 20036
(202) 462-6262

52 Facebook Settles, supra note 3.
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